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PRESENTATION

PRESENTATION

� e Navy, over time, has been a leader in the area of 
Science, Technology, and Innovation (ST&I), with results 
that go beyond the Navy Force, generating achievements and 
bene� ts for the country. � e pioneering spirit of Admiral 
Álvaro Alberto da Mota e Silva, patron of the Navy’s ST&I 
and a Brazilian scientist, stands out. He dreamed up and 
implemented the National Nuclear Energy Commission 
(CNEN) and the National Council for Scientific and 
Technological Development (CNPq) in the 1950s, and was 
its � rst president.

� e Naval Force has always sought to improve itself. With 
its legacy achieved in the area of ST&I as its guide until today, 
it changed its organizational structure. It changed the name 
of the Secretary of Science, Technology and Innovation of 
the Navy, SecCTM, to the Board of Directors of Nuclear and 
Technological Development of the Navy (DGDNTM). It is 
the responsibility of the Board of Directors to plan, organize, 
direct, and control all of the Navy’s ST&I activities, including 
the relevant Submarine Development Program (PROSUB) 
and the Navy’s Nuclear Program (PNM).

� ese programs, which will allow Brazil to obtain its 
� rst nuclear powered submarine thorough design and con-
struction, have shown that the bene� ts derived from the 
Naval Force’s ST&I investments continue to go beyond 
the exclusive area of the Navy. Its bene� ciaries include the 
areas of electric power generation and health, because, in 
partnership with the Nuclear Industries of Brazil (INB) 
and the Nuclear and Energy Research Institute (IPEN), 
we are working on achieving Brazilian autonomy in the 
production of nuclear fuel for the nuclear power plants in 
Angra dos Reis (RJ) and in the implementation of the the 

Brazilian Multipurpose Reactor (RMB), which will pro-
duce radiopharmaceuticals.

� e demand for new technologies has led the Navy to 
establish new Strategic Partnerships with the academic and 
business sectors, as well as with other governmental institu-
tions, as it guides the concept of innovation known as the 
Triple Helix. Some legal documents of cooperation have 
already been signed and cooperation are being expanded 
with activities drawing on mutual knowledge, such as work-
shops and symposia with several institutions in di� erent 
regions of Brazil.

 In this context, the Naval Research Journal has, since its 
� rst edition in 1988, made a relevant contribution to the dis-
semination of the Navy’s CT & I activities, and is therefore 
an important instrument for interaction with the academic 
and business sectors and with other governmental bodies. 
As I present a new collection of scienti� c articles, I take this 
opportunity to salute all those who, in some way, have col-
laborated to achieve this level of scienti� c and technological 
development. Bravo Zulu!

Pleasant reading!

Fleet Admiral
Director General of Nuclear and Technological 

Development of the Navy

Fleet Admiral
Director General of Nuclear and Technological 
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OPERATING ENVIRONMENT

A RISK CLASSIFICATION MODEL FOR 
ORGANIC AIRCRAFT OPERATIONS:  
A MULTIPLE CRITERIA APPROACH

Modelo de classificação de risco para operações com  
aeronaves embarcadas: uma abordagem multicritério

Luiz Fernando do Nascimento1, Mischel Carmen Neyra Belderrain2

1. Analyst in the Operational Research Division of the Naval Systems Analysis Center – Rio de Janeiro, RJ – Brazil. Master of Science from Instituto Tecnológico de 
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Abstract: �e use of organic aircraft by warships from the 
Brazilian Navy provides a substantial improvement in their 
operational capabilities. �is study aims to present a predic-
tive method for risk classi�cation of organic aircraft operations. 
To this end, a multiple criteria decision aiding method, called 
ELECTRE TRI-C, is used, through which completely orde-
red risk categories are associated to the tasks to be performed. 
As a result, a framework that helps the decision-making process 
is obtained. By means of an objective method, it is possible to 
quantify the risk associated to air operations. Risk classi�cation 
allows developing previously announced lines of action, such as 
the de�nition of the appropriate level to authorize the execution 
of operations, or to carry out speci�c procedures according to the 
corresponding level of risk. In addition, risk classi�cation allows 
the modi�cation of the operation’s attributes before it is carried 
out, in order to make it acceptable.
Keywords: Aviation safety. Risk classi�cation. Multicriteria 
decision aid. ELECTRE TRI-C.

Resumo: A utilização de aeronave orgânica pelos navios de guerra 
da Marinha do Brasil permite uma melhora substancial nas suas 
capacidades operacionais. Este trabalho visa apresentar um mét-
odo preditivo para a classi�cação de risco em operações com 
aeronaves embarcadas. Para isso, foi utilizado o método multi-
critério de apoio à decisão Electre Tri-C, no qual são utiliza-
das categorias de risco completamente ordenadas, às quais as oper-
ações são designadas. Como resultado, obtém-se uma metodologia 
que apoia o processo de tomada de decisão, possibilitando classi-
�car o risco associado às operações aéreas. A classi�cação de risco 
permite o desenvolvimento de linhas de ação divulgadas a priori, 
como a de�nição do nível hierárquico apropriado para autorizar a 
realização da operação ou a condução de procedimentos de segu-
rança especí�cos a serem realizados em função do nível de risco 
associado. Além disso, possibilita a modi�cação dos atributos da 
operação antes da sua realização, a �m de torná-la aceitável.
Palavras-chave: Segurança de aviação. Classi�cação de risco. 
Apoio multicritério à decisão. Electre Tri-C.

1. INTRODUCTION

�e use of helicopters by warships is an operational necessity.
�e increase in combat capacity is signi�cant because 

of the increased mobility, autonomy, and speed of the naval 
environment with the use of the aircraft. All attributes of 
the shipboard aircraft are transferred to the ship at sea. On the 

other hand, the risks associated with the use of the aircraft 
are added to those already existing in ships.

Managing risks becomes important in this situation as 
the helicopter is expected to carry out a variety of operations, 
with a mobile landing pad full of fuel tanks, missiles, and 
ammunition, as well as the reduced space and the di�culty 
in getting external help.
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In aviation safety, operational risk is the assessment, in 
terms of expected probability and severity, of the consequences 
of a hazard, taking into account the worst predictable situation 
(ICAO, 2013). In other words, it is the probability of occur-
rence of an event, multiplied by the estimate of the intensity, 
or extent of the losses that may result from the exposure to a 
hazard. In the pursuit of an objective risk assessment, hazard 
identi�cation and the conduction of risk management proces-
ses become appropriate, which, in addition to identi�cation, 
include estimation, analysis, assessment, and reporting of hazards.

Risk management approaches, following the identi�ca-
tion of hazards, conduct a risk ordering according to crite-
ria that use the worst possible consequence that could result 
from those hazards and the likelihood of the occurrence of 
damage. In this way, all the components of the risk will be 
found, which will be subject to control measures established 
by the organization.

Many researchers have already dealt with risk and safety 
management in their research. Shyur (2008) developed an 
analytical method based on accidents and safety indicators to 
quantify aviation hazards caused by human error. Dagdeviren 
and Yuksel (2008) used the multiple criteria analytic hie-
rarchy process (AHP) to perform safety assessments in the 
work system of a manufacturing organization. Johnson et al. 
(2008) present how organizations and institutions learn from 
large-scale accidents, and the constraints that may a¨ect such 
learning. Lee (2006) developed a quantitative model for cal-
culating risk factors in aviation safety as a means of increasing 
the e¨ectiveness of the risk management system. Liou et al. 
(2007) used a multicriteria model to perform a quantitative 
measurement of air safety indexes. Liou et al. (2008) presen-
ted a method to build a risk management system for airlines. 
However, a model for risk classi�cation in aircraft operations, 
as carried out in this study, was not found in the literature.

In this context, this study aimed to obtain a methodology 
to support the classi�cation of risk in operations with shi-
pboard aircraft, using the Electre Tri-C multiple criteria 
method. �is was chosen because it is non-compensatory, and 
because it de�nes a risk category by means of a single refe-
rence alternative, being the most representative of the class.

�ere is a problem of decision support, which consists in 
obtaining a risk classi�cation for tasks with aircraft that are 
about to take o¨ with a ship as a platform. Permission from 
a competent authority is required to carry out this «ight.

However, the authority does not often have a clear picture 
of the risks associated with the operation that is about to take 
place. �e present climatic conditions, aircraft maintenance 
conditions and pilot experience among others, are attributes 
of this task and in«uence the severity and likelihood of an 
undesired occurrence during the «ight.

2. THEORETICAL CONSIDERATIONS

Hazard identi�cation and risk management are the main 
processes and basic components of safety management.

According to the International Civil Aviation Organization 
(ICAO) (2013), a hazard is de�ned as a condition or an 
object with the potential to cause injury to personnel, damage 
to equipment or structures, loss of material or reduction 
in the capacity to perform a given function. On the other 
hand, risk can be de�ned as the assessment – expressed in 
terms of probability and severity prediction – of the conse-
quences of a hazard, taking the worst predictable situation 
as a reference (ICAO, 2013).

Risk management is a generic term that encompasses risk 
assessment and mitigation of the consequences of hazards 
that threaten the capabilities of an organization. Its purpose 
is to provide the foundation for balanced resource allocation.

Operational risk management is a key component in an 
organization’s operational safety management.

3. MODELING

3.1. ELECTRE TRI-C
�e Electre Tri-C multiple criteria method is a varia-

tion of the Electre Tri method proposed by Yu (1992), 
later called Electre Tri-B, in order to distinguish them. 
Electre Tri-C was proposed by Dias et al. (2010), and its 
main characteristic is the use of a single reference alternative 
to de�ne categories, as the most representative of the class. 
Electre Tri-C is, therefore, a multiple criteria classi�cation 
method, in which the alternatives are compared to reference 
alternatives. �ese references contain the characteristics that 
represent each category. �us, the method presented here han-
dles situations in which the objective is to help the decision
-maker to assign each operation to a prede�ned risk category.
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3.2. MODELING OF THE RISK 
ASSESSMENT CRITERIA

In this article, an aviation operation performed by a shi-
pboard aircraft, denoted by a, was evaluated by a family of 
risk assessment criteria, denoted by F={g1,g2,...,gj,...,g10}.

�e criteria used in this work are those presented in the 
Brazilian Navy’s aviation safety manual (BRASIL, 2013) and 
consist of contributing factors to accidents included in the 
databases of the Brazilian Navy (BN).

�us, gj(a) represents the risk associated with operation, 
and a as a function of criterion gj, j=1, 2,...,10. �e selected 
criteria were created and modeled according to the require-
ments (Roy, 1999):
•	 criterion g1 – type of operation: de�nes the type of ope-

ration to be performed. On tactical «ights, the emotional 
factor is more required of pilots than on learning «ights. 
Due to this, the decision-maker de�ned four levels for 
this criterion. �e type of operation with the lowest risk 
is the performance of a daytime training; the highest, a 
night tactical «ight;

•	 criterion g2 – expected period and duration of the «ight: 
It has  been proven that activities carried out at night 
are the most a¨ected with respect to human attention. 
Associated with this, the duration of the «ight leads to a 
greater potential risk for the task to be performed owing 
to the fatigue. Six levels were de�ned, in which the lowest 
risk is a daytime «ight with a duration of less than three 
hours, and the one with the highest risk is a night «ight 
lasting more than six hours;

•	 criterion g3 – pilot experience: after «ying for a certain 
number of hours, a pilot achieves a degree of experience 
that helps them in unforeseen situations and emergen-
cies. In addition, the greater the number of hours «own 
in the same aircraft, the greater the pilot’s cognitive and 
psychomotor pro�ciency of the aircraft;

•	 criterion g4 – type of task and meteorological conditions: 
meteorological conditions are important risk components. 
�e instrument meteorological conditions (IMC) show 
an increase in the pilot’s workload in relation to the visual 
meteorological conditions (VMC). Associated with the 
type of operation, this creates risk situations with several 
known precedents;

•	 criterion g5 – equipment degradation: «ight equipment is 
essential for safe aircraft operations. Dependency increases 

in night «ights and under IMC. Reliable communications 
equipment is important for the control of the aircraft by 
the ship and in areas of intense air tra�c;

•	 criterion g6 – bingo: Is the aircraft model’s distance to 
the ground or surface ship with pickup capability. In 
case of malfunction, the further from a landing site, the 
greater the risk;

•	 criterion g7 – ceiling x visibility: visibility restrictions 
make navigation more complicated and increase the 
risk of collisions;

•	 criterion g8 – moonlight x overcast: the light reflec-
ted by the moon is an aid to nocturnal visual flights. 
Lack of brightness increases the possibility of colli-
sion with obstacles. The incidence of clouds is ano-
ther factor that, combined with lack of luminosity, 
increases the risk of the mission;

•	 criterion g9 – state of the sea: most of the aeronautical 
occurrences with shipboard helicopters occur at landing 
or takeo¨. As the ship is a moving landing platform, the 
state of the sea directly in«uences the mission’s risk;

•	 criterion g10 – period of aerial activity: the period of aerial 
activity is the time spent by the aircraft operator enga-
ged in activities related to work after completion of the 
appropriate rest. A period longer than 12 hours with less 
than 8 hours of rest will result in loss owing to fatigue 
and poor attention, perception, and judgment.

3.3. MODELING THE SET  
OF RISK CATEGORIES

Since the purpose of this application is to provide a risk 
classi�cation to decision-makers, four risk categories are pro-
posed in this section, with very clear meanings for the deci-
sion-making context. �ese categories are de�ned in Table 1. 

�e four categories were created to receive future operations 
which, in this work, are subject to decision or are alternatives. 
�us, their associated risk levels will be assigned. �ese cate-
gories were also created and completely ordered, from the 
riskiest (C1) to the least risky (C4). Table 1 also shows a pos-
sible decision level required to authorize the operation after 
obtaining the �nal result.

Table 2 shows the reference alternatives in the form of the 
qualitative ordinances provided in each criterion. Each num-
ber represents an ordered risk level associated with the res-
pective criterion. Subsequently, these performances will be 
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converted to numerical values, after the coding procedure is 
carried out. For more details, see Nascimento (2012).

For further understanding, category C1 (very high risk) is 
taken as an example. �e �ctitious reference alternative, that 
is, the most representative of the class, would be: a tactical 
night «ight, lasting more than 6 hours; pilot with less than 
500 hours of experience in the model and less than 500 hours 
of total experience; accomplishment of a task, except clari�ca-
tion; IMC, with loss of non-directional beacon (NDB); bingo 
of over 150 nautical miles; ceiling of 200 feet and maximum 
visibility of 0.5 nautical miles; waning moon and overcast 
(OVC); rough seas; period of aerial activity greater than 6 h 
and less than 12 h, and rest between periods of less than 8 h.

3.4. DEFINITION OF  
DISCRIMINATORY THRESHOLDS

�e indi¨erence threshold (qj) is the largest di¨erence in 
performance in which the indi¨erence situation is validated, 
in criterion gj, between two alternatives a and a’, where qj=-
gj(a) – gj(a’). �us, comparisons are made on an equal basis 
between all levels of each criterion. If in any of them the 
indi¨erence between levels is noticeable, the greater of them 

will be the di¨erence to be de�ned for qj. In this study, the 
form of ordering the levels leads to a null qj — qj=0, j=1, 2, 
3, ..., 10 —, because in the comparisons between the criteria 
levels, situations of indi¨erence are not found.

As in qj, the threshold of preference (pj) is the smallest 
di¨erence in performance in which the situation of strict 
preference occurs, in criterion gj, between two alternatives a 
and a’, where pj=gj(a) – gj(a’).

Another de�nition to be clari�ed is the preference direc-
tion, which helps to inform the preferences of the decision
-makers among all pairs of levels in the scale. You can have 
a direction of increasing or decreasing preference in a cer-
tain criterion. �e �rst one portrays the situation in which 
preference grows when performance also increases, that is, 
the idea of the decision-maker is to maximize performance. 
�e second one portrays the opposite situation, in which 
preference grows when performance decreases, that is, the 
decision-maker aims to minimize performance.

When dealing with risk, this study handles criteria with 
direction of decreasing preference. In other words, the deci-
sion-maker prefers to lower the performance, or, in this case, 
the risk, in order to maximize the preference. As for the scale, 

Table 1. Definition of the risk categories.

Categories

C1 C2 C3 C4

Risk level
Very high High Medium Low

(not tolerable) (not tolerable) (tolerable) (accepted)

Authorization 
required

Higher command Ship’s command
Person in charge of 
the shipboard detail

Commander of the 
aircraft

Table 2. Definition of reference alternatives.

Criteria

Ch Risk level bh g1 g2 g3 g4 g5 g6 g7 g8 g9 g10

C1

Very high 
(not tolerable)

b1 4 6 5 5 6 4 6
8

6 5

C2

High 
(not tolerable)

b2 3 4 4 4 5 3 4 6 4 4

C3

Medium 
(tolerable)

b3 2 2 2 2 3 2 3 4 3 3

C4

Low 
(acceptable)

b4 1 1 1 1 1 1 1 2 1 1

Ch: risk categories; bh: reference alternatives.
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all criteria will be modeled according to a coding procedure. 
According to Martel and Roy (2006), the coding procedure 
allows obtaining an equivalent ordered range of preferences, 
in which the di¨erence between two consecutive levels should 
maintain the meaning of the preference. �us, all the criteria 
were modeled with a scale of 0 – lowest risk – to 100 – highest 
risk. Table 3 shows the de�nition of the thresholds.

3.5. DEFINITION OF CRITERIA WEIGHTS
In this study, the weight of the criteria was de�ned according 

to procedures observed in Figueira and Roy (2002). Table 4 
shows the weights of the criteria obtained by the SRF soft-
ware, an implementation of the aforementioned procedure 
and presented in Figueira and Roy (2002). 

�e names of the criteria are written in white cards, which 
are ordered from the most important criterion to the least 
important according to the perspective of decision-makers. 
It should be considered that some criteria might have the same 
importance. �en, the di¨erence in importance of the successive 

ordering levels obtained is expressed by the number of white 
cards introduced between the levels. It is understood that the 
number of white cards between two consecutive orderings 
is the di¨erence of importance between criteria. If there are 
no white cards between the cards with the names of the cri-
teria, it means that these criteria have the same importance. 
�e z-value means how many times the last criterion is more 
important than the �rst.

Initially, it was de�ned with the decision-makers that there 
are three groups of ex aequo criteria. After ordering them, a 
white card unit was placed between them. �is means that 
the same di¨erence observed between the �rst and second 
ordering was observed between the second and third orde-
ring. It was also de�ned that z=2, and thus, non-normalized 
and normalized weights were obtained.

3.6. DEFINITION OF VETO THRESHOLDS
Each operation performed by shipboard aircraft was 

considered as an alternative or subject to decision-making. 

Table 3. Discriminatory thresholds.

Criteria

Thresholds g1 g2 g3 g4 g5 g6 g7 g8 g9 g10

Indi¶erence (qj) 0 0 0 0 0 0 0 0 0 0

Preference (pj) 20 15 15 15 15 20 15 12 15 15

Table 4. Definition of criteria weight (z=2).

Criteria Order Number of white cards Non-standard weights Standard weights

g1 1 1.00 0.06

g2 1 1.00 0.06

g6 1 1.00 0.06

1

g3 2 1.50 0.10

g5 2 1.50 0.10

g8 2 1.50 0.10

1

g4 3 2.00 0.13

g7 3 2.00 0.13

g9 3 2.00 0.13

g10 3 2.00 0.13

Total 2 15.50 1.00

z: how many times the criterion with higher value is more important than the criterion with lower value.
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Each of these operations, denoted by a, were evaluated with 
the aforementioned multiple criteria method, and classi�ed 
according to their associated risk.

In order to adjust and validate the multiple crite-
ria model developed, 30 alternatives, that is, 30 opera-
tions, were defined along with the decision-makers in 
order to obtain the risk ratings for each one. The tasks 
with numbers 1–24 were obtained from the BN data-
base. Those with numbers 25–30 are fictitious tasks 
created with the purpose of modeling the values of the 
veto thresholds.

In a compensatory risk classification, in which the risk 
calculated by a single criterion may influence the final 
risk classification, it is possible in some situations to 
have a low overall risk rating, despite the fact that the 
task was classified as very high risk in a given criterion 
analyzed in isolation. This is detrimental to the asses-
sment, as this criterion may be decisive for the occur-
rence of an accident.

In order to resolve this discrepancy, veto thresholds 
were modeled for some criteria. �us, if in a single crite-
rion a particular alternative obtains a performance worthy of 
changing the risk classi�cation of the whole operation, this 
criterion will exercise its veto power, aiding in the correct 

classi�cation of the task. Table 5 presents the restrictions 
imposed by the decision-makers.

3.7. CREDIBILITY LEVEL
The credibility level (λ) is the minimum degree of 

credibility that is deemed necessary by decision-makers 
to validate the statement “a overcomes b,” taking all cri-
teria into account. Comparisons between the credibility 
index (σ) obtained in the overcoming relationship and 
the λ chosen by the decision-maker are made successi-
vely. Since σ is the sum of the weights of the criteria in 
favor of the overcoming relationship, we can define λ as 
the sum of the weights of the minimum amount of cri-
teria that the decision-maker intends to be in favor of 
the overcoming.

It is veri�ed that the greater the λ, the more restrictive 
the model, because with a high λ, many criteria are nee-
ded in favor of the overcoming in order to consolidate it. 
For example, when choosing λ=0.70, at least 2 of the crite-
ria with greater weight are needed in favor of overcoming, 
because if 3 of them are against – since the sum of their 
weights is é 0.39 – the overcoming will not occur. Five pos-
sibilities with di¨erent levels of credibility were presented, 
and it was decided, then, that λ=0.65 would be used.

Table 5. Description of the veto thresholds.

Criteria
Veto 

threshold
Veto description

g3 80
Classifies the operation as having at least medium risk, if the di¶erence between  

the evaluation of the operation and category C4 is greater than or equal to 80

g4 80
Classifies the operation as having at least medium risk, if the di¶erence between  

the evaluation of the operation and category C4 is greater than or equal to 80

g5 70
Classifies the operation as having at least medium risk, if the di¶erence between  

the evaluation of the operation and category C4 is greater than or equal to 70

g7 40
Classifies the operation as having at least high or medium risk, if the di¶erence between the 
evaluation of the operation and category C3 or C4 is greater than or equal to 40, respectively

g9 40
Classifies the operation as having at least high or medium risk, if the di¶erence between the 

evaluation of the operation and the category C3 or C4 is greater than or equal to 40, respectively

g10 40
Classifies the operation as having at least high or medium risk, if the di¶erence between the 

evaluation of the operation and the category C3 or C4 is greater than or equal to 40, respectively
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4. RESULTS AND DISCUSSION

�e set of operations was evaluated in the light of the set 
of ten previously established criteria. �e results of the evalua-
tion are shown in Table 6. �e credibility indexes of the over-
coming relationships between the alternatives and the refe-
rence alternatives are shown in Table 7. �ese indexes were 
then compared with the λ chosen – 0.65 – in order to obtain 
the �nal results of the classi�cation, which are presented in 
Table 8, in which they are confronted with the classi�cations 
given by the decision-makers.

It was observed in operations a5, a6, a11, and a12 that the 
decision-makers minimized the risk classi�cation. �ese alter-
natives obtained high performances in the criteria with grea-
ter veto power, that is, weights too high for the classi�cation 
imposed by them. �is made the model designate such alter-
natives at a risk level above that indicated by them. A risk per-
ception problem in which the rationality of the model presents 
the solution and the explanation for the new classi�cation.

In alternatives a7 and a23, it was observed that the deci-
sion-makers were more rigorous than the risk classi�cation 
model. �ese alternatives obtained low enough performances 

Table 6. Performances of alternatives.

Alternative
Criteria

g1 g2 g3 g4 g5 g6 g7 g8 g9 g10

a1 10 25 10 30 20 10 5 5 5 5 

a2 10 25 40 10 20 10 35 20 5 15

a3 10 5 30 30 0 10 5 5 5 5

a4 10 65 40 10 0 35 35 20 5 15

a5 35 65 30 30 20 10 5 30 35 35 

a6 35 5 10 10 50 10 35 20 35 35 

a7 35 65 30 10 0 35 5 5 5 15 

a8 35 25 40 30 20 10 35 20 35 35 

a9 10 25 30 30 50 60 35 30 5 35 

a10 60 35 65 40 0 35 25 65 55 35 

a11 85 55 40 65 0 60 55 65 15 35 

a12 85 35 40 40 50 60 55 75 55 35 

a13 85 55 65 90 0 60 95 65 55 35 

a14 60 55 40 90 0 35 95 75 55 35 

a15 60 95 65 65 70 85 55 75 55 35 

a16 60 55 65 90 0 60 95 65 55 55 

a17 85 35 40 65 70 60 55 65 55 75 

a18 60 95 40 40 50 85 55 75 55 75 

a19 60 55 90 65 90 85 55 85 95 75 

a20 85 95 65 90 70 60 95 75 55 75 

a21 60 55 90 90 90 85 95 85 55 75 

a22 85 95 90 65 90 85 55 95 55 95 

a23 85 95 65 90 90 60 55 95 55 55 

a24 85 95 90 90 90 85 95 85 55 55 

a25 10 20 10 10 10 10 25 20 15 95

a26 10 25 90 10 0 35 5 5 5 5

a27 35 25 10 90 0 10 35 20 5 15

a28 35 25 10 65 80 10 35 20 5 15

a29 10 5 10 65 0 10 95 20 5 5

a30 10 5 10 10 0 10 35 20 95 5
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Table 7. Credibility indexes of the overcoming relationships after adjustments.

Alternative
σ (a, bh) σ (bh a)

b1 b2 b3 b4 b1 b2 b3 b4

a1 1.00 1.00 1.00 0.74 0.00 0.00 0.02 0.81
a2 1.00 1.00 0.93 0.64 0.00 0.00 0.16 1.00
a3 1.00 1.00 1.00 0.77 0.00 0.00 0.02 0.75
a4 1.00 0.96 0.87 0.65 0.00 0.00 0.18 0.93
a5 1.00 0.96 0.94 0.13 0.00 0.00 0.63 1.00
a6 1.00 1.00 0.93 0.24 0.00 0.00 0.55 1.00
a7 1.00 0.96 0.94 0.72 0.00 0.00 0.07 0.83
a8 1.00 1.00 0.93 0.04 0.00 0.00 0.74 1.00
a9 1.00 1.00 0.87 0.07 0.00 0.00 0.73 1.00
a10 1.00 1.00 0.48 0.00 0.00 0.00 0.81 0.93
a11 1.00 0.94 0.39 0.00 0.00 0.00 0.77 0.93
a12 1.00 0.86 0.21 0.00 0.00 0.58 1.00 1.00
a13 1.00 0.00 0.00 0.00 0.00 0.00 0.90 0.93
a14 1.00 0.00 0.00 0.00 0.00 0.00 0.90 0.93
a15 1.00 0.80 0.06 0.00 0.00 0.87 1.00 1.00
a16 1.00 0.00 0.00 0.00 0.00 0.00 0.90 0.93
a17 1.00 0.81 0.00 0.00 0.00 0.84 1.00 1.00
a18 1.00 0.67 0.00 0.00 0.00 0.67 1.00 1.00
a19 1.00 0.00 0.00 0.00 0.00 1.00 1.00 1.00
a20 1.00 0.00 0.00 0.00 0.00 1.00 1.00 1.00
a21 1.00 0.00 0.00 0.00 0.00 1.00 1.00 1.00
a22 0.79 0.00 0.00 0.00 0.00 1.00 1.00 1.00
a23 0.92 0.55 0.00 0.00 0.00 1.00 1.00 1.00
a24 0.93 0.00 0.00 0.00 0.00 1.00 1.00 1.00
a25 0.87 0.00 0.00 0.00 0.00 0.00 0.20 1.00
a26 1.00 0.90 0.90 0.00 0.00 0.00 0.02 0.75
a27 1.00 0.87 0.87 0.00 0.00 0.00 0.22 0.93
a28 1.00 0.93 0.77 0.00 0.00 0.00 0.37 1.00
a29 1.00 0.00 0.00 0.00 0.00 0.00 0.06 0.85
a30 1.00 0.00 0.00 0.00 0.00 0.00 0.10 0.85

σ: credibility index; bh: reference alternatives.

in the criteria with greater veto power to obtain a lower risk 
classi�cation than that of the decision-makers.

Alternatives a25 to a30 were �ctitious tasks designed to 
adjust the veto thresholds. Technically, there are situations 
in which the performance of an alternative in a single cri-
terion can in«uence the entire risk classi�cation of the task. 
For example, alternative a25, despite presenting characteris-
tics of a low risk task in the criteria g1 to g9, obtained a very 
high-risk performance in criterion g10. �at is su�cient, 
according to technical criteria, for it to be classi�ed as a 
high-risk task at a minimum. �e model, using the veto 
thresholds, was able to reach the classi�cation previously 
established by the decision-makers.

Table 9 presents a comparison between the categoriza-
tion presented by the decision-makers and the classi�cation 
delivered by the multiple criteria method. For the same λ – 
0.65 – a total of 73.3% of the tasks assigned to a single cate-
gory (SC) were obtained, that is, 22 of the 30 alternatives. 
�e set of reference alternatives ful�lls the strict separability 
requirement, since λb=0.03.

�e accuracy index I (ACR I) represents the propor-
tion of designations in which Electre Tri-C presented 
a single category as a response, with the same being cho-
sen by the decision-maker, divided by the total number of 
alternatives (m=30) or by the total number of tasks assig-
ned to a single category (m=UC). �e type II accuracy 
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index (ACR II) represents the proportion of designations 
in which Electre Tri-C presented a response equal to 
that of the decision-maker, divided by the total number 
of alternatives (m=30).

The ACR I index, for m=30, was 53.3%, since 16 
out of 30 alternatives presented a single category as 
response, the same one was chosen by the decision-ma-
ker. For m=SC, the ACR I index was 72.7%. The ACR 
II index was 80%, since 24 of the 30 alternatives were 

designated in accordance with the one previously esta-
blished by the decision-maker. These results were appro-
ved by the decision-makers, proving the capacity of the 
Electre Tri-C method as an evaluation and operatio-
nal risk analysis tool.

�e results obtained with the multicriteria model and 
the classi�cation determined by the decision makers were 
compared before using the methodology. �e summary of 
designation results is summarized in Table 10.

Table 8. Results of designations after adjustments.

Risk classification of 
the decision-makers

Risk classification 
of ELECTRE TRI-C

Risk classification of 
the decision-makers

Risk classification 
of ELECTRE TRI-C

a1 Low Low a16 High High

a2 Low Low a17 High High

a3 Low Low a18 High High

a4 Low Low a19 Very high Very high/high

a5 Low Medium a20 Very high Very high/high

a6 Low Medium a21 Very high Very high/high

a7 Medium Low a22 Very high Very high/high

a8 Medium Medium a23 Very high High

a9 Medium Medium a24 Very high Very high/high

a10 Medium Medium a25 High High/medium

a11 Medium High a26 Medium Medium

a12 Medium High a27 Medium Medium

a13 High High a28 Medium Medium

a14 High High a29 High High/medium

a15 High High a30 High High/medium

Table 9. Results of the second designation of Electre Tri-C.

ACR I ACR II
λ λb UC m=30 m=UC m=30

0.65 0.03 22 (73.30%) 53.30% 72.70% 80.00%

ACR I: accuracy index I; ACR II: accuracy index II; λ: credibility level; λb: separability index; SC: single category; 
m: number of alternatives.

Table 10. Summary of the designation results.

Ch Nature of the risk category ELECTRE TRI-C (λ=0,65) Decision-makers
C1 Very high 0 (0.00%) 6 (20.00%)

[C1,C2] Very high or high 5 (16.70%)

C2 High 9 (30.00%) 9 (30.00%)

[C2,C3] High or Medium 3 (10.00%)

C3 Medium 8 (26.60%) 9 (30.00%)

C4 Low 5 (16.67%) 6 (20.00%)

Total 30 (100.00%) 30 (100.00%)

Ch: risk categories; λ: credibility level.
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5. CONCLUSION

�is study used a multiple criteria decision aiding method, 
aiming to improve the risk assessment process of a warship 
when operating with helicopters.

�e risk assessment process is part of an even broader 
process, named the risk management process, in which, in 
addition to the evaluation, consisting of the identi�cation, 
analysis and measurement of risks, we can list the establish-
ment of a context, the monitoring and the review, communi-
cation and consultation and the treatment of risks as integral 
parts of the process as a whole.

In the BN, aviation safety management is focused on the 
risks that are inherent to the activities of the organization 
that relate to the aerial activity. �e current focus is not only 
on the investigation of accidents or serious incidents, that is, 
on the consequences of deviations that cause accidents, but 
also on the organizational processes that create conditions 
for the occurrence of such deviations.

A multiple criteria method, called Electre Tri-C, was 
chosen to be part of a risk assessment process of warship. 
�is method became suitable for the accomplishment of this 
study mainly for two reasons: because it is a non-compen-
satory multiple criteria method and the risk categories are 
de�ned by a single reference alternative, which is the most 
representative of the class.

Electre Tri-C was then used for the evaluation of 
operations that are normally carried out on board and 

satisfactory results were obtained regarding the assess-
ment of the overall risk present. �e following are some 
of its strengths: the possibility of classifying the overall 
risk of the task as a function of high risk and the possi-
bility of changing the attributes of the task classi�ed as 
high risk before it is performed in order to work with 
acceptable risk levels.

Regarding its implementation, the method presented a 
total of 73.3% of the tasks assigned to a single category and 
an accuracy of 53.3%, so that the decision-makers agreed 
that some judgments as to the risk classi�cation of tasks that 
were designated di¨erently could be changed, and validated 
the new designation.

�us, this article achieved its global objective, obtaining 
a methodology to support risk classi�cation of operations 
with shipboard aircraft, using the Electre Tri-C multiple 
criteria method.

After the previous steps, the data obtained are used to 
perform the classification of tasks provided by the deci-
sion-maker in order to validate the model. After adjust-
ments made to find the preferences of the decision-ma-
ker, the model was considered valid, as it reached high 
accuracy, and the decision-maker was satisfied with the 
results obtained. It should be noted that each landing 
platform has its known precedent history. Thus, for each 
platform, a new modeling must be performed, taking into 
account the particularities of the platform and the pre-
ferences of the commanders.
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Abstract: Rather than anticipating risks and avoiding acci-
dents, the operational risk management (ORM) tool, which 
can be easily used for consultation by any crew member, can 
be used as a source of information and operational knowl-
edge, as it is crucial for the dissemination of know-how. This 
is very important to specific activities that require a high 
degree of technical knowledge. Owing to the continuous 
need for renewal of crew and the implementation of new 
technologies, it has become a necessity to add to the prac-
tical knowledge of innovation of technology, the expertise 
of the on board researchers to improve the process, thereby 
providing all interested parties with a functional tool which 
would have historic and statistic information. This tool also 
aims at increasing the maneuvering security, the ability to 
operate new equipments, and the development of new tech-
niques. The application of this tool can, for instance, help 
in the information management related to the Amazônia 
Azul. This research was based on theoretical knowledge 
related to ORM and contextualized on the operational envi-
ronment from DHN ships, based on experiences on board 
the Oceanographic Ship “Antares,” from 2011 to 2013. This 
article aims at demonstrating how risk management tools 
can be widely used in the research and naval activities of the 
Brazilian Navy, as they are already used by Navy Aviation, 
including on board aviation.
Keywords: Operational risk management. Knowledge 
management. Risks. Operational research. Security. Decision tool. 
Decision making process. Antares. Diretoria de Hidrogra�a e 
Navegação. Amazônia Azul.

Resumo: Mais do que antecipar riscos e prevenir acidentes, a ferramenta 
do Gerenciamento do Risco Operacional (GRO), de consulta simples e de 
fácil acesso a qualquer tripulante, pode ser utilizada como fonte de trans-
missão de informações e conhecimentos operacionais, contribuindo para a 
disseminação do know-how operativo, extremamente importante em ati-
vidades especí�cas, que requerem elevado grau de conhecimento técnico. 
Diante da necessidade da constante renovação de pessoal e da implemen-
tação de novas tecnologias, urge a importância de aproximar o conheci-
mento prático às inovações e evoluções tecnológicas, assimilando a exper-
tise do pesquisador embarcado, que traz em sua bagagem acadêmica a von-
tade de inovar e melhorar os processos, provendo a todos os interessados 
uma ferramenta prática e de fácil registro histórico e estatístico. Essa ferra-
menta visa também ao incremento da segurança das manobras, à destreza 
de operação de novos equipamentos e ao desenvolvimento de técnicas 
inovadoras ou inéditas, em determinada atividade. A aplicação produtiva 
dessa ferramenta pode, por exemplo, auxiliar no gerenciamento do conhe-
cimento sobre as atividades de pesquisa na Amazônia Azul. Tal pesquisa 
foi realizada com base nos conhecimentos teóricos relacionados ao GRO 
e contextualizados para o ambiente operacional dos Navios de Pesquisa da 
Diretoria de Hidrogra�a e Navegação (DHN), com base nas experiências 
vivenciadas a bordo do Navio Oceanográ�co “Antares”, de 2011 a 2013. 
O objetivo deste artigo é demonstrar como as ferramentas de gerência de 
risco poderiam ser amplamente utilizadas nas atividades de pesquisa e de 
navios da Marinha do Brasil, da mesma forma como já são amplamente 
empregadas pela Aviação Naval, inclusive embarcada.
Palavras-chave: Gerenciamento do Risco Operacional. Gerência 
do conhecimento. Riscos. Pesquisa operacional. Segurança. Auxílio 
à decisão. Processo decisório. Antares. Diretoria de Hidrogra�a e 
Navegação. Amazônia Azul.
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1. INTRODUCTION

Operational risk management (ORM) is not only a process 
used to identify and control risks. According to its description 
in item 4.2 of the published standards Aviation Safety Manual: 
DGMM-3010, from the General Directorate of Material of 
the Navy (DGMM), “lack of resources limits our ability to 
neutralize the risks and also the level of losses that we are 
willing to accept. Managing operational risk is to conciliate 
these two limitations with the bene�ts to be obtained from 
an operation” (MARINHA DO BRASIL, 2011, p. 4-1).

�e use of ORM in Brazilian Navy ships can provide to 
Commanders, Operations Heads, and Division Heads, a use-
ful tool to reduce the risks inherent in operations. �is pro-
cess establishes a speci�c methodology for the anticipation 
of hazards and for the assessment of risks with greater pre-
cision, and includes the following steps: hazards identi�ca-
tion; risk assessment; risk decision; the implementation of 
risk control measures; and supervision over the e¨ectiveness 
of such measures.

Currently, the knowledge about ORM in the Brazilian 
Navy is disseminated by internal orders of the military orga-
nization, and by rules issued by the Force Commands, which 
are generally associated with aviation security. �is can be 
found in a broad and normative format when consulting the 
chapter 4 of the DGMM-3010 publication (MARINHA 
DO BRASIL, 2011), which addresses the subject; however, 
it is inserted in the aviation security context. �e wide use 
of this tool by the Naval Aviation aims at mitigating the 
risks inherent in air operations, which has greatly contrib-
uted to the safety of these operations, including the naval 
and surface means. 

We want to demonstrate that this process can also be 
widely applied in light of knowledge management, promot-
ing their e¨ective application in other activities and military 
organizations. In this study, ORM applicability is specially 
exempli�ed in research activities conducted by the ships of 
the Directorate of Hydrography and Navigation (DHN) and, 
in general, by the ships of the Brazilian Navy.

When considered from the perspective of knowledge man-
agement, the implementation of ORM through the constant 
updating of its matrix, as well as for the prevention of accidents 
and mitigation of risk, enables the constant evolution and for-
mal transferring of operational knowledge, improvement, and 

the development of new techniques. In addition, it encour-
ages the systematic search for improvement of procedures, 
with consequent reduced risks to personnel and equipment. 
�erefore, such an instrument contributes to the success of a 
military-naval operation or research commission, most com-
monly known under the Directorate of Hydrography of the 
Navy as Hydrographic Survey (HS).

�e implementation on ships of all procedures included 
in the technical instructions (TIs) and in the internal rules 
in force – accompanied by the observation of precedents – 
provides the Hydrographer O�cial and corporals special-
ized in hydrography and navigation (HN) with technical 
support in the execution of research activities, and enables 
the execution of procedures with excellence and safety, 
with the identi�cation, analysis, and quanti�cation of the 
risks involved. �is process subsidizes the creation of new 
methods and the enhancement of those already estab-
lished, aiming at keeping up to date with the technologi-
cal development of the equipment and its interoperability 
with other systems.

�erefore, protecting the integrity of the crew, research-
ers, and scienti�c equipment is prioritized, and the updating 
of internal rules and TIs in force on the DHN is subsidized. 
In addition, the risk management worksheet can be con-
sidered as an important tool to support decisions (SD) for 
the captains of vessels, when far from land and under poor 
availability of communication. �is worksheet supports a 
safer decision as it enables the commander to concentrate 
on the most important factors or on those that might put 
at risk the safety of the crew that is on board and under 
his responsibility. 

Similarly, ORM provides documentary support for the 
solution of con«icts of the binomial planning-execution, 
concerning the established, but not accomplished goals for 
data collection during research activities, especially those 
in the course of long operations at sea or of long duration 
commissions. In these situations, justifying the necessary 
adjustments to the initial planning during the execution of 
the work is imperative.

Under this approach, ORM is an important facilitator, 
as its regular and continuous adoption enables the histori-
cal record of the experiences on board ships, with a focus on 
operational knowledge management. Speci�cally in the case 
of research ships, in addition to the crew, students, teachers, 
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and doctors (researchers) of the scienti�c community are 
also important contributors, as their participation greatly 
contributes to the technical and operational development of 
the research activities of the Brazilian Navy.

2. THEORETICAL BACKGROUND

�e Brazilian Navy is evolving every day and aims at 
a promising future for the institution and its members. 
In this context, the project for the creation of the Second 
Squad is an example. Its optimistic focus on overcoming 
challenges and perseverance to comply with the guide-
lines issued by the Federal Government, by means of the 
publication of the National Defense Strategy (NDE), 
promotes a relentless search for excellence in ful�lling its 
constitutional mission.

Other challenges to be overcome are related to 
physical factors of the area of operations, the 
northern coast. The marine environment of that 
area is strongly influenced by the discharge of 
significant amounts of fresh water and sedi-
ments coming from the Amazon River, which 
change the characteristics of the aquatic environ-
ment and affect the performance of the sonars. 
The fact that the area is located in the equato-
rial region imposes particular climatic condi-
tions that provide a special feature to the envi-
ronment, directly influencing the propagation 
of electromagnetic waves, and therefore inter-
fering in the detection and communications 
disciplines. The region has peculiar bathymet-
ric characteristics, presenting small depths up 
to quite significant distances from the shore. 
These and other characteristics will require 
study and experimentation to adapt the equip-
ment, the means, techniques, tactics, men, that 
is, the Naval Force, to the new environment 
and new operating conditions. The experience 
accumulated over the several decades that the 
Brazilian Navy has been operating in the region 
through their District Forces will contribute to 
overcome this challenge. (BRASIL, 2010, p. 74)

As valuable as the technological updating is the learn-
ing from the experiences obtained during the operations, 
including those carried out in partnership with other 
navies, as they provide a signi�cant improvement in the 
scienti�c and technological development of our country. 
�e words of His Excellency, Rear Admiral José Renato de 
Oliveira, in his Order of the Day alluding to the Operations 
Day demonstrate the concern of the Brazilian Navy with 
“doing well”:

�e date of August 19, which is chosen annually 
to celebrate operations day, invariably leads us to 
the beginnings of Evolution Squadron, and today, 
after 130 years since its creation, we can see how 
we evolved operationally. �roughout this journey, 
we operated a variety of naval means, from where 
we learned valuable lessons, and also learned a lot 
from the allied navies. �ese aspects have enabled 
us to try our own paths in the development of 
operational procedures, doctrines, and local tech-
nologies. (OLIVEIRA, 2014, p. 1)

Deeply investigating the Brazilian Continental Shelf, 
our Blue Amazon, is critical to the country’s development. 
Expanding knowledge about biodiversity and understanding 
the conditions under which it occurs, enables us to conduct 
further studies about the still unknown marine life, and to 
facilitate the mapping of biological communities, and living 
beings which inhabit in its vertical column or along their 
slopes, when these communities and their inhabitants are 
also favored by the constant kinematics of sediments clearly 
identi�ed on the seabed slope. 

Studying and identifying the environment where such 
biodiversity is possible and correlating it with the phys-
icochemical parameters collected from seawater, which 
are processed and analyzed by research vessels, helps us 
to understand how these conditions contribute to life and 
to the concentration of primary and secondary organisms. 
�is may practically represent, for example, facilitation and 
guidance of �shing activities on our coast based on scien-
ti�c studies. �is is the science in favor of the development 
of care for human needs.

�en, why do we need to collect data on the abyssal 
plains and on the mountain ranges that arise abruptly in 
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the ocean? �e study on the impact of these formations in 
the displacement of ocean water in its di¨erent layers, and 
on its association to the masses of water moving over the 
globe, helps us to deepen the knowledge about the marine 
currents. �erefore, its e¨ects along the Brazilian coasts are 
possible to be identi�ed – on the transport of sediment and 
nutrients to shallower water. Consequently, understanding 
the phenomena related to coastal engineering and the cre-
ation or extinction of beaches is also possible. Such data 
could also be used in the prevention and analysis of natural 
phenomena originated in the ocean and with great poten-
tial for a¨ecting the continent.

To understand the bene�ts of implementation of the 
ORM, it is also important to know the reasoning and the 
importance of the activities. �e risks of the research activ-
ity, for example, are mostly derived from the use of the 
platform “ship,” and not from the activities themselves. 
�is platform is already an environment that involves risks 
(with signi�cant potential for accidents) intrinsic to the 
activities. Each class and each type of ships have peculiar-
ities of operation which depends on its structural char-
acteristics, the arrangement of propulsion and auxiliary 
machinery, the dimensions of the superstructure and side 
height, among others. �e research vessels, in particular, 
usually have several dedicated support equipment, such as 
electromechanical winches, hydraulic winches �tted with 
steel cables, A-frames, transducers installed in the hull, 
portable transducers, pro�lers, and vertical and horizontal 
seawater samplers.

3. OPERATIONAL RISK 
MANAGEMENT IMPLEMENTATION 

IN RESEARCH ACTIVITIES

According to the Annex C of the standards issued by the 
Brazilian Navy (2011), Aviation Safety Manual: DGMM-
3010, the implementation of the risk worksheet facilitates 
the measurement of the total risk identi�ed in an operation. 
�is measurement provides many bene�ts such as
•	 Preservation of the experience and knowledge accumu-

lated by a certain organization with respect to risk fac-
tors for the performance of its tasks, in an objective and 
accessible manner;

•	 standardization of procedures for the risk assessment in 
a certain group;

•	 identi�cation of the lowest risk course of action if a mis-
sion can be accomplished in di¨erent ways;

•	 the Commander can establish numerical ranges considered 
acceptable to the overall risk of an operation; therefore, 
even in his or her absence, the criteria for risk acceptance 
may be observed;

•	 the Commander can de�ne the hierarchical level required 
to authorize a certain operation, depending on the level 
of risk involved;

•	 the modi�cation of operation’s parameters, whose total 
risk is within the range de�ned as unacceptable, to lower 
the risk to an acceptable value;

•	 the de�nition of speci�c procedures for each risk range if 
su�cient information is not available in advance to esti-
mate the risk of an operation.

Crews of the Brazilian Navy vessels usually have an intu-
itive perception of the risk of a certain activity, regardless of 
any mathematical process. However, the accuracy of this per-
ception decreases as the circumstances related to the activi-
ties cease to be predominantly favorable or unfavorable – or 
if experimental or unprecedented activities are performed by 
a certain team, for example, the operation of a new equip-
ment. �e importance of conducting brie�ng and debrie�ng 
of events urges, which should be conducted by someone with 
more operational experience, not necessarily by the person 
on board with the best technical expertise. Safety and oper-
ating procedures to be adopted should be indicated care-
fully, in addition to identifying the most signi�cant failures 
of implementation, comparing the expected results with the 
actual results in the debrief session.

In this context, it is worth remembering the phrase 
by Leonardo da Vinci (2014): “the experience never fails, 
just our opinions fail to expect from experience what it is 
not able to o¨er.”

If knowledge on certain activity is low or null, the di�culty 
of identifying risks is signi�cant. �is may compromise the 
safety of personnel and material involved. �erefore, the high-
est possible level of care, seriousness, and concentration of the 
team involved are required, both in planning and execution. 

As Da Vinci (2014) also stated, “�rst comes the dedica-
tion, then the skills.”
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�e knowledge acquired by using manuals, photos, and 
videos, assists the development of know-how and can never 
be abandoned. �is is often the only source of knowledge 
available, and is very important for the implementation of 
innovations and improvements in the techniques available. 
Inexperience cannot be considered a problem; it should be 
considered a challenge, not being a decisive factor to justify 
any kind of failure. Consequently, to carefully follow all rec-
ommendations and safety procedures of the equipment in 
the manufacturer’s manual is important, avoiding, whenever 
possible, to concentrate just in the summary, which is named 
“tips” and is produced by another team of other organization 
(military or civilian).

Da Vinci (2014) also warns, “those who are enchanted with 
practice without science are like helmsmen entering the ship 
without rudder or compass, never being sure of their destiny.”

Along with the supporting equipment, many other devices 
are installed and used, enabling the collection and analysis of 
environmental data, which serve as a source for various aca-
demic studies and the enhancement of scienti�c knowledge. 
�is data feed the National Bank of Oceanographic Data (in 
Portuguese, Banco Nacional de Dados Oceanográ�cos – BNDO), 
under the management of the Hydrographic Center of the 
Navy (in Portuguese, Centro de Hidrogra�a da Marinha – 
CHM). Access to BNDO is granted to all stakeholders in 
the scienti�c community upon request. �ese studies support 
knowledge acquisition, and development of various studies 
in Brazil and around the world, and are of vital importance 
for the development of civil and military scienti�c research 
and for the society as a whole.

�e analysis of data collected in the ocean enhances the 
knowledge about natural phenomena, contextualizing them in 
the evolution of society. �is analysis is intended to improve 
the quality of life, when it is correlated with the new knowl-
edge and other previous studies, and therefore enhances, 
demonstrates, expands, or even challenges old theories by 
encouraging the elaboration of new questions and inquiries. 
As a bene�cial consequence, there is the emergence of new 
theories, which cyclically generate the need for new jobs and 
further studies, demonstrating the truth of the popular maxim 
“knowledge generates knowledge.”

�en, how important it is to launch and constantly main-
tain meteoceanographic buoys along our coast? Studying 
the interactions between the ocean and the atmosphere is 

relevant to understand certain phenomena, such as the cli-
mate change in certain regions of interest. Brazil, for example, 
has several sources for such studies. One of those sources is 
the network of meteoceanographic buoys of type “ATLAS,” 
which collects and continuously disseminates, including via 
satellite, several meteorological and oceanographic data, and 
constantly shares updated and important local ocean data to 
various scienti�c studies. �ese studies are in general scarce 
and their use are inputs for numerical models of environ-
mental forecasting, enabling its continuous improvement 
and making it more e�cient and reliable for the members 
of aircraft crews.

In Brazil, the “PIRATA” Project (Network of Fixed 
Buoys in the Tropical Atlantic for Forecast and Research) 
is implemented by means of cooperation between scien-
ti�c institutions in Brazil, France, and the United States of 
America. Currently, it is composed of 8 buoys of ATLAS 
type, of which 5 from the original design and 3 from its 
southwestern extension – have their maintenance under 
the responsibility of Brazil, and counts with representatives 
from DHN and the National Institute for Space Research 
(in Portuguese, Instituto Nacional de Pesquisas Espaciais – 
INPE). During “PIRATA” commission held regularly by 
a DHN ship, eight moored buoys of ATLAS type are col-
lected, �xed, and launched. �ese buoys, which compose the 
current network under Brazilian responsibility, are intended 
to maintain the operation of the program in the country 
and to collect oceanographic and meteorological data in the 
region between Vitória (ES) and the parallel of 15° N and 
the meridian 030º W and 038º W.

Another example of commission of Brazilian Navy ships 
that carry out research activities is the National Buoy Program 
(in Portuguese, Programa Nacional de Boias – PNBOIA), 
which aims at collecting oceanographic and meteorological 
data in the Atlantic, by means of a network of meteocean-
ographic drifting and moored buoys. �is project supports 
the meteorological and oceanographic activities in Brazil, 
favoring the sectors of Civil Defense, Agriculture, Coastal 
Zone, Living Resources, Satellite Data Validation, Petroleum 
and Environmental Industries, O¨shore Facilities, Ports & 
Coastal Structures, Maritime Transport, Navigation Safety 
and Safeguarding Human Life at Sea.

By means of PNBOIA commissions, various means of 
DHN are employed with the purpose of contributing to 
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the Brazilian scienti�c community, obtaining and provid-
ing meteorological and oceanographic data in ocean areas 
of interest for Brazil, launching meteoceanographic moored 
buoys. �e examples mentioned earlier clarify the impor-
tance of carrying out research activities in the Blue Amazon, 
because the area includes interests of study for the scienti�c 
and strategic-military communities of the Brazilian Navy, 
in addition to the need to comply with various international 
cooperation agreements to which Brazil is a signatory, with 
quality and responsibility. Especially in these days, in which 
topics such as “Blue Amazon,” “Nuclear Technology Transfer,” 
and “Pre-Salt Exploration” have great visibility and strategic 
importance, the Brazilian Navy gained prominent role in the 
Armed Forces and proved to be essential for the develop-
ment of the country.

In many activities carried out on ships, provided that there 
is an appropriate technical-operative knowledge, it would be 
relatively easy to illustrate a practical application of the ORM 
as a source of knowledge and risk and safety management 
methods. However simple the activity may be, if the potential 
impact of this risk is signi�cant or catastrophic, it cannot be 
disregarded, especially because the ship platform represent 
itself a recognized risk. 

3.1. EXAMPLE: IDENTIFICATION 
OF RISKFACTORS IN 

OCEANOGRAPHIC ACTIVITIES 
Following the description in Chapter 4 of the Aviation 

Safety Manual: DGMM-3010 (MARINHA DO BRASIL, 
2011), the ORM matrix is a table whose entries are pre-
de�ned levels of severity and probability, from which a stan-
dardized classi�cation of the risk, or the risk assessment code 
(RAC), is obtained.

�e application of the level “Adequate ORM” is sug-
gested in the following example, owing to the clarity of the 
match to the description of such level, as stated in item 4.6.2 
of this publication: 

Consists of the complete application of the steps 
of ORM process, the planning of an operation, or 
the evaluation of a procedure. For the hazard iden-
ti�cation and analysis of possible control measures, 
deliberate ORM is based on individual experience 
and on “brainstorm” techniques, which is why it 

bene�ts from the teamwork. It is used in planning 
future operations, review of standard operating pro-
cedures, training or maintenance, and development 
of damage control plans or emergency responses. 
(MARINHA DO BRASIL, 2011, p. 7-8)

As a result of observation experiences aboard the ocean-
ographic ship “Antares” in the period from 2011 to 2013, 
two distinct moments of ocean data collection activity were 
identi�ed, in which it was possible to identify some limiting 
factors, and therefore of potential risk, whose correct obser-
vation greatly contributed to the operation safety and for e�-
cient data collection. Among all relevant aspects observed, 
the following aspects stand out:

Releases and gatherings in water at CTD-Rosette: 
•	 in bad weather conditions and rough seas;
•	 wrong positioning of the vessel relative to the drift 

(maneuver);
•	 inexperience of the service sta¨;
•	 failure of the winch;
•	 failure of the A-Frame;
•	 shocks in the ship’s side owing to rolling and pitch-

ing movements;
•	 momentary fuel suppression in hydraulic;
•	 improper handling and operation of the winch;
•	 rupture of steel or electromechanical cable.

While in the oceanographic station (with the 
equipment near the surface, remaining totally 
submerged):
•	 abrupt change in environmental conditions;
•	 inexperience of the service sta¨;
•	 failure in the winch;
•	 improper handling and operation of the winch;
•	 need to reposition the ship owing to the large variation 

of the angle between the bow and the direction of the 
ship’s drift (maneuver);

•	 need to reposition the ship owing to the approach of 
“curious vessels” and �shing vessels (maneuver);

•	 performing stations in large slope regions (shock against 
mountain range);

•	 steel cable or electromechanical wound around the pro-
peller of the ship;
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•	 friction of steel or electromechanical cable on the side or 
sharp parts of the ship (for example, rollers);

•	 rupture of steel or electromechanical cable.

4. EXPECTED RESULTS

�e identi�cation of key risk factors is essential in risk 
management. �e list of such risk factors should be contin-
uously updated, based on personal and team’s experience. 
�e parameters related to the severity and the probability of 
occurrence of these factors must be kept update, preferably 
during or shortly after the debrie�ng, thus enabling to fur-
ther describe the occurrence of such events. Similarly to the 
Hazards Reports (widely known in Aviation), these param-
eters also enable the identi�cation of the need to promote 
possible improvements in the implementation or planning 
activities, because in addition to serving as historical data, it 
also facilitates statistical monitoring of the occurrences of 
the same kind or related to the same activity. 

Based on Chapter 2 of the Aviation Safety Manual: 
DGMM-3010 (MARINHA DO BRAZIL, 2011), it 
is observed that the implementation of ORM process 
requires organization and allocation of responsibilities. 
Some basic guidelines, already adapted to the research 
activities carried out by those responsible for ships, could 
be followed to guide the implementation of the ORM. 
�ey are the following:
•	 knowledge certi�cation to all the crew about the Commander 

criteria for the acceptance of the operational risk;
•	 identi�cation and exposure, during the brie�ng session, of 

all identi�ed or known hazards, proposing control mea-
sures to mitigate them to the Commander;

•	 ongoing advice to the decision of the Commander with 
respect to the full or partial compliance with the infor-
mation extracted from the ORM Matrix, informing the 
Immediately Superior Commander (IMSUPCOM) on 
the conditions observed in the �eld (in the sea) and the 
need for adjustments to the initial planning, owing to 
eventual restrictions or observation of signi�cant risks, 
aiming at the success of the commission as a whole;

•	 debrie�ng and proposition of new procedures, internal 
rules and TIs, based on historical and statistical records of 
the ORM matrix spreadsheets, concisely and justi�ably;

•	 maintenance of checklists of updated procedures and 
operating manuals;

•	 compliance with the Planned Maintenance System (PMS) 
of research and operating equipment;

•	 performing statistical control of use of ORM spread-
sheets that could be consolidated in Hydrographic 
Surveys reports (HSR) or End of Commission Reports 
(ECR), in order to identify trends that may contribute 
to future accidents; 

•	 planning and implementation of educational and motiva-
tional activities to leverage a organizational culture focused 
at preventing accidents and encouraging the intellectual 
production and the proper recording of experiences and 
knowledge acquired during the commissions. 

ORM process, from the perspective of knowledge 
management and applied to research activities and ships 
of the Brazilian Navy, directly meets several objectives, 
guidelines, and strategic actions of the scientific and tech-
nological development, as well as of the 2014 publication 
Standards for Scientif ic and Technological Development 
Plan and Innovation of the Brazilian Navy (PDCTM): 
SecCTM-611, from the Secretariat of Science, Technology, 
and Innovation of the Navy (SecCTM) (MARINHA DO 
BRASIL, 2014).

5. CONCLUSION

�e elaboration of this study can be considered a con-
tribution that meets speci�cally the subparagraphs b and c 
cited below concerning actions for strategic objective No. 5 
of the PDCTM: SecCTM-611:
•	 produce and publish scienti�c papers;
•	 communicate the activities of Science, Technology, and 

Innovation (ST&I) that the Brazilian Navy develops, in 
academia and institutions in general, associating them 
with the socioeconomic development and the defense 
of the country.

Similarly, it can be said that the suggestion of implementa-
tion of the ORM in research activities and ships of the Brazilian 
Navy, already widely used by the Research and Prevention of 
Aeronautical Accidents (in Portuguese, Serviço de Investigação 
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e Prevenção de Acidentes Aeronáuticos – SIPAAerM), subordi-
nate to the Directorate of Navy Aeronautics (DAerM), has 
been providing signi�cant progress and success in preventing 
accidents and supporting Naval Aviation Safety, which also 
contributes to meeting the strategic guidelines disseminated 
by SecCTM in PDCTM as described in Chapter 1, item 1.3 
of the PDCTM: SecCTM-611. Among all the guidelines, 
the following should be highlighted:
•	 dissemination of opportunities of implementation of 

core technologies and key technologies of areas of inter-
est, with emphasis on some speci�c �elds (such as oper-
ating environment, human performance and health, and 
decision-making);

•	 search for technical consultancy and partnerships in basic 
and applied research in the academic sector for sta¨ qual-
i�cation, with emphasis on some areas of interest (such 
as operating environment, human performance and 
decision-making);

•	 identi�cation and implementation of mechanisms for 
knowledge management aimed at preserving the intel-
lectual capital of ST&I;

•	 implementation of strategic management model, keep-
ing track of the lessons learned for the bene�t of insti-
tutional learning;

•	 systematic use of assessment measures by means of per-
formance indicators of research and scienti�c and tech-
nological development activities in the SCTMB;

•	 implementation of a Knowledge Management System.

The higher and more amplifying is the exchange of 
experiences and knowledge, the greater the promotion of a 
safety culture, and the smaller the chances of errors or fail-
ures. �erefore, it will be easier to identify potential risks 
and there will be better incentive to historical and statistical 
recording of ORM’s capability to manage useful knowledge 
in naval operations.
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Abstract: �is study aims at investigating the local structural 
response of a monohull, semidisplacement vessel which has been 
subject to an increase in maximum speed from 18 to 27 knots. 
First, the entire hull’s secondary structure is modelled by space 
frame �nite elements and the structural response is simulated 
for di¨erent constraints conditions. �e aim of this analysis is to 
identify a combination of constraints that lead to critical inter-
nal forces. Second, the hull’s tertiary structure is modelled, at the 
impact region, by shell �nite elements. �is local substructure is 
then merged with the frame element model of the vessel, which 
represents the remaining structures of the vessel. Simulations 
are carried out with this model for critical boundary conditions. 
�e assessment of the parametric analysis is based on DNV rec-
ommendations, which adopt Von Mises as failure criteria and sug-
gest expressions for slamming pressure and contact area estima-
tions. Simulations are carried out by commercial �nite element 
software ABAQUS. �e results suggest the e�ciency of the com-
putational model adopted and indicate that the hull under study 
presents structural elements with plastic deformations in areas 
adjacent to impact and stern regions, when submitted to bow 
thruster induced e¨orts.
Keywords: Substructures. Slamming e¨ect. Monohull semi 
displacement vessel. Structural

Resumo: O presente trabalho busca realizar uma análise estrutural 
do casco de uma embarcação submetida a uma carga estática majo-
rada da pressão de slamming, por meio de um estudo de caso em 
que uma embarcação monocasco, em regime de semiplaneio, tem 
sua velocidade máxima aumentada de 18 para 27 nós. A análise 
estrutural é realizada por meio da modelagem computacional do 
casco em elementos de pórtico 3D, simulando a estrutura secun-
dária, conectada a subestruturas que simulam a estrutura terciária 
na região de impacto e anteparas, por meio de modelagem com 
elementos �nitos de casca. Uma carga de slamming é, então, apli-
cada na região de impacto, sendo que os parâmetros de avaliação 
das análises, bem como a de�nição da pressão de slamming, basea-
ram-se nos critérios de validação estabelecidos pela Sociedade 
Classi�cadora DNV, que de�ne o critério de Von Mises como cri-
tério de falha. O comportamento estrutural estático dos modelos 
foi obtido utilizando o Método de Elementos Finitos, auxiliado 
pelo software comercial ABAQUS. Os  resultados apontam para 
a e�ciência do modelo computacional adotado e indicam que o 
casco em estudo apresenta elementos estruturais com deforma-
ções plásticas em zonas adjacentes às regiões de impacto e de popa, 
quando submetido aos esforços induzidos pela batida de proa.
Palavras-chave: Subestruturação. Efeito de slamming. Embarcações 
monocasco de semiplaneio. Análise estrutural. Von Mises.
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1. INTRODUCTION

�e search for the modernization of the propulsion sys-
tem of high-speed vessels by replacing its motorization nor-
mally entails new speeds higher than the values de�ned in 
the original designs. �erefore, new values of hydrodynamic 
stress over the hull of the vessel will appear, which depend 
on the type of hull geometry and the vessel’s hydrodynamic 
regime. According to Bertran (2000), slamming-induced 
stresses are usually much higher than the pressure �eld vari-
ation owing to the passage of the wave along the hull of the 
vessel, and they have the potential to cause vessel structure 
failure as a result of the high magnitude of the local loads and 
the vibrations induced by the impact of the hull, which can 
lead to material fatigue.

According to Santos (2011), slamming-induced stresses 
are the impact forces caused by the sea waves hitting the 
hull, and the impact forces owing to the reentry of the bow 
in the sea, being a frequent e¨ect in small, very rigid boats, 
which reach high speeds. According to Lewis (1998) and 
Mansour and Liu (2008), slamming-induced stresses can 
cause structural damage in the lower region of the vessel, 
where the greatest pressure impact occurs. �is may include 
the creation of bulging and folding of the vessel’s internal 
plates and structures — from its deformations —, and mate-
rial failure may occur.

�erefore, verifying if high-speed vessels will support 
hydrodynamic loading conditions after a modernization 
project that will result in new speed limits is very important 
to prevent any structural damage to the hull and guarantee 
the safety of navigation.

Aiming at enhancing the knowledge about the effect 
of slamming on monohull vessels with a semidisplace-
ment type, as well as its consequences on the structure of 
the hull of vessels to be modernized, we opted for a case 
study of the modernization of the propulsion system of 
the Navy Patrol and Policing (LPPN) boat Miraguaia, 
which belongs to the Brazilian Navy. This is a high-speed 
craft of the PCF (Patrol Craft Fast) Mark II class, whose 
hull has semidisplacement characteristics. It has a V-shape 
in the bow, being twisted to a fairly flat U-shaped stern 
(Figure 1), and straight lines represent the back of the 
vessel associated with a wide, vertical transom (Figure 2). 
All plating from the hull, deck, bulkheads, and other 

structural elements of the vessel are made of 5086 H 
321 aluminum alloy.

Table 1 shows some of the main characteristics of the 
LPPN Miraguaia’s design.

�e vessel will serve as a model for carrying out a compu-
tational analysis aiming at obtaining the structural response of 
the vessel’s hull in relation to the stresses imposed by slamming 
on structural elements of the hull, due to the replacement of 

Length (L) 15.24 m

Length of waterline (Ls) 13.8 m

Entrance (B) 4 m

Draft loaded AV (front) 0.73 m

Draft loaded AR (rear) 1.3 m

Displacement loaded 16 t

Pontal (D) 1.5837 m

Maximum Design Speed 18 knots

Hull Fabrication Material and 
Structure

Al 5086 H321

Propulsion
2 GM 8V-71 

engines, 315 HP 

Table 1. Main design features of the Miraguaia Navy 
Patrol and Policing. 

Figure 1. Navy Patrol and Policing (LPPN) boat 
Miraguaia – cage profile.

Figure 2. Navy Patrol and Policing (LPPN) boat 
Miraguaia – “transon”-type stern and straight lines at 
the rear.



Fabio da Rocha Alonso, Waldir Terra Pinto

Revista Pesquisa Naval, Brasília - DF, n. 28, 2016, p. 21-33

| 23 |

the two GM 8 V 71, 315 HP engines for two Volvo Penta 
D9, 575 HP engines, after which it is estimated that the 
maximum design speed of 18 knots will be raised to a max-
imum speed of 27 knots.

�is study aimed at developing a computational anal-
ysis method to verify the structural response of a mono-
hull vessel operating in the semidisplacement mode, when 
subjected to the stresses generated by the impact of slam-
ming, by means of a computational modeling process anal-
ysis, using the substructuring technique. In this model, the 
impact regions and bulkheads are modeled at the tertiary 
level by means of �nite hull elements, and the remainder 
of the vessel is modeled at the secondary level by means of 
�nite spatial portico elements.

�e main concern of the structural analysis is to eval-
uate possible damages to the structure caused by the 
impact of the re-entry of the hull’s bow on the water sur-
face, where the loads are estimated based on the recom-
mendation of the classi�cation society Det Norske Veritas 
(DNV), and the structural analysis is carried out by the 
substructuring technique.

2. CRITERIA ANALYSIS

�e development of the structural analysis consisted 
in the elaboration of computational models, through the 
Finite Element Method — and supported by commercial 
software ABAQUS.

�e resistance limits imposed on the ABAQUS soft-
ware, in order for it to develop the analysis processing, 
are de�ned according to the acceptance criteria cited in the 
DNV rules and standards – Structures, Equipment_Hull 
Structural Design, Aluminiun Alloy, July 2012 –, which 
states that the equivalent tension for vessels constructed 
of aluminum alloy can be de�ned as shown in Equation 1:

σe = 180f1(N/mm2) (1)

With factor f1, being de�ned according to Equation 2:

σ
=f

240
f

1  (2)

Where:

σf  is the limit of aluminum’s elasticity, and is equal to 
206.842 MPa.
�erefore,
f1 = 0,861
σe = 153,13 Mpa

According to Neves (2004), slamming occurs in the 
region of the hull located between 20 and 25% of the 
length of the vessel’s front. Therefore, the application of 
the slamming loading to the hull under study is defined 
as the region surrounding the transverse frame 4, thus 
becoming 21% of the length of the vessel’s front, as 
shown in Figure 3.

As an analysis criterion, the hypothesis that the slam-
ming pressure will be decomposed into a force that will act 
on the points interconnecting the longitudinal frame with 
transverse frame 4 was considered.

2.1. DETERMINING SLAMMING 
FORCE AND PRESSURE

According to DNV (DNV, 2012), the project’s slam-
ming pressure value is obtained through Equations 3 to 5. 
These equations are defined as bottom slamming pressure 
(Psl), lateral slamming pressure (P’sl) and sea pressure (p), 
for loading below the waterline, respectively.

For:







≥
Uo

L
3

�e pressure is given by the formula:

β
β

= 





−
−

P k
nA

T a1,3 50
50sl l

x

cg
cg

0,3

0
0,7∆  (3)

Figure 3. Location of transverse frame 4. 

Source: Alonso and Pinto (2014).
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= + −



p a h k h

T
C[10 1,5 ]c o s

o
W  (5)

Where:
n = number of hulls;
A = project’s loading area in m2;
a0 = acceleration parameter;
ac = load distribution factor;
x = distance, in m, from the stern to the position considered;
T0 = draft in L/2, in m, in the normal operation condition in 
normal operating condition at service speed;
CH = correction factor for loading point above the water line;
Δ = displacement, in tonnes, of salt water through the proj-
ect’s draft;
βξ = deadrise angle (in degrees) in the transversal section 
considered;
Kl = longitudinal distribution factor;
CB = block coe�cient;
CW = wave coe�cient;
βχg = deadrise angle in the longitudinal center of gravity (LCG);
h0 = vertical distance (in meters) from the water line to the 
loading point;
α = angle of water line entry of the loading region (transverse 
plane of transverse frame 4);
KS = sea load distribution factor;
CL = correction factor for boat length.

Table 2 summarizes the values obtained from the pressures 
acting on the vessel’s hull; it is possible to observe that the sea 

pressure value corresponds to the highest pressure value acting on 
the hull, which is the value assigned for the loading of the slamming.

To determine the force resulting from the slamming pressure 
applied on the impact region, some hypotheses were adopted:
•	 �e slamming pressure applied is considered an increased 

static load, determined according to rules established by 
the classi�cation society DNV;

•	 �e area of application of the slamming pressure at each 
edge of the vessel is distributed in the polygon formed by 
two adjacent transverse frames, keel, and knuckle in the 
region of transverse frame 4 (AUGUSTO, 2007), as shown 
in Figure 4, where PS and QR represent, respectively, the 
distance between keel and cantilever, and PQ/2 and SR/2 
represent the distance between transverse frames.

Once the mentioned hypotheses were de�ned, the slam-
ming force (Fsl) was calculated with the following data:

Slamming pressure (p) = 41670 N/m²
Total area of the load distribution polygon (ADC) = 1.216 m²
Fsl = 50,670.72 N

3. CONSTRUCTION OF 
COMPUTATIONAL MODELS FOR 

NUMERICAL ANALYSIS

�e so-called “substructured” model is modeled based on 
the model constructed with 3D portico elements, de�ned by 

Pressure acting kN/m2

Psl 31.80

P’sl 13.98

p 41.67

Table 2. Values of the pressures acting on the hull.

Figure 4. Distribution of loads in the structure. 

P
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Source: Adapted from Valero (2008).
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the coordinates of the interconnection points between trans-
verse frames, longitudinal frames, and bulkheads; a spatial 
sketch is created with these interconnection points joined 
by wire elements (Figure 5).

According to Orozco (2009) and Augusto (2007), and in 
compliance with DNV (2012) rules and standards, reinforced 
panels can be analyzed with the application of the simple beam 
theory, when the concept of cooperating plate is used for the «ange 
of the pro�les of the secondary structure, next to the hull plate.

�e calculation for determining the �nal values of the 
e¨ective width for the «ange of the cooperating plate was 
performed as determined by DNV.

�e e¨ective width of the «ange is determined by Equation 6:

be = C x bf   (m)  (6)

Where:

be = e¨ective width of the pro�le «ange for the cooperat-
ing plate;
bf   = Width of the load range. According to DNV, for com-
mon beam systems, b = 0.5;
(l1 + l2), in which l1 and l2 are the gaps between beam sup-
ports within the frame;
C = a constant de�ned by DNV.

Thus, the type I profiles, which determine the cross 
sections of the transverse frames and longitudinal frames, 
have their respective lower «anges dimensioned according to 
the cooperating plate principle, depending on the e¨ective 
width (Figure 6). However, according to DNV, the e¨ective 
width of the cooperating plate «ange must not be less than 
the width of the free «ange. �erefore, we have the value of 
the cooperating plate of the pro�le I of the transverse frames, 
which is equal to the value of the pro�le «ap.

As substructures, two independent parts, named “sub_hull_
bow” and “sub_bulkheads”, were created, which simulate the impact 
regions and the watertight bulkheads of the vessel, respectively.

�e substructure part sub_hull_bow refers to the model-
ing of the vessel’s hull region. �e region is limited by trans-
verse frame 3 on the front and by transverse frame 6 on the 
rear. For the modeling of the substructure sub_hull_bow, the 
reference points used were those of the delimited region, to 
be later interconnected by wires, limiting the hull regions 
between the structural elements existing in the modeled 
region. After the construction of the base structure of the Figure 5. Plan of 3D lines – Space model in wires.

Figure 6. Contributing plate. Left view: I profile of the transverse frames. Right view: profile I of the longitudinal 
frames. Source: ABAQUS software.

Fonte: software ABAQUS.
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hull region, the shell for this region is modeled (Figure 7), 
with 5086 H321 aluminum alloy and 5 mm thick.

�e modeling of the substructure sub_bulkheads used 
the same modeling principle as substructure sub_hull_bow, 
based on the coordinates of the interconnecting points 
between transverse frames and spacers, which delimit bulk-
heads 1, 2, 3, 4, and stern (Figure 8). �e material prop-
erties of the bulkheads are the same as those assigned to 
the hull shell.

3.1. VALIDATION OF THE 
MESH FOR THE MODELS

The size of the mesh element of the base model was 
de�ned as determined by the classi�cation society DNV in 
the DNV_Hight Speed_Design Principles_Design Loads 
rulebook, which speci�es that the size of the element can be 
assigned to the equal size of the measure between reinforce-
ments. �erefore, since the measurement between reinforce-
ments for the transverse frames is equal to the measurement 
of spacing between consecutive longitudinal frames – that 

is, 200 mm –, then this value was determined as the size of 
the beam element.

�e element de�ned for the model was a Timoshenko («ex-
ible shear), three-dimensional, linear 2-node beam element.

�e meshes of the sub_hull_bow and sub_bulkheads sub-
structure models, assigned in the ABAQUS software with 
plate elements, were validated in comparison to an analytical 
calculation method, so that they could guarantee the reliabil-
ity of the presented results. To this end, it was determined 
that the validation of the numerical method would be con-
ducted by comparison to the maximum de«ection criteria of 
a fully set rectangular plate, as established by Timoshenko 
and Woinowsky-Krieger (1959).

For this analysis, we veri�ed the maximum de«ection dis-
placement in the geometric center of a plate with dimensions 
800x200x0.005 mm, set in its four edges, thus representing a 
plate, which refers to the tertiary structure of the Miraguaia 
speedboat, and is located between two transverse frames and 
two longitudinal frames, both geometrically consecutive. 

3.1.1. Analytical calculation 
for fully set plate deflection

For the analytical calculation of the de«ection in fully 
set plates, a 200 mm wide, 5086 H321 aluminum alloy (a), 
800 mm long (b) and 5 mm high (h) plate was used as the 
model, over which a load of 1,000 N/m² is evenly distributed 
over the surface of the plate, which is set at all four edges.

For the plate under study, the b/a ratio equals 4. According 
to Timoshenko and Woinowsky-Krieger (1959), we have 
the maximum de«ection at the geometric center of the plate 
(where x=y=0), for this case, as shown Equation 7:

= ⋅
⋅

= =w
q a

D
0,0026x y 0

4

 (7)

�erefore, for the plate under study, we have:
wx=y=0 = 5.0122 x 10-6 m

3.1.2. Numerical calculation 
for the fully set plate, using ABAQUS.

Considering that the computational model of the hull 
structure and its substructures were modeled directly in the 
ABAQUS software, the modeling of the plate was done using 
the same generation resources of the other models, such as 
reference points, wires, and plate.

Figure 7. Substructure sub_hull_bow.

Figure 8. Substructure bulkheads.
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�e ABAQUS library element suggested for processing 
was the three-dimensional quadrilateral 4-node plate, ten-
sion/displacement, with six-degree-freedom-per-node, and 
reduced integration, named S4R (Figure 9).

For the analyzes performed in the ABAQUS processing 
module, a 5086 H321 aluminum alloy plate was considered, 
with characteristics and dimensions similar to that used to 
perform the analytical calculation. �e loading and contour 
conditions applied to the plate are 1,000 N/m² and set at the 
four edges, respectively.

Table 3 shows the results obtained for six different 
sizes for the plate elements used, as well as the percent-
age error of the numerical result in relation to the ana-
lytical result.

It is observed in Table 3 that the size-10 plate element is 
the one that presents the best result when compared to the 
analytical method. However, the elements with sizes 15 and 
20 present error values in relation to the analytical results equal 
to 2.15 and 2.59%, respectively, which are acceptable values 
to validate the mesh, as a function of the gain in the decrease 
of the computational work, when the validated mesh migrate 
to the more complex model. �en, taking into account the 
computational gain, it was de�ned that the validated mesh 
is element size 20.

3.2. DEFINING THE MESH  
OF THE UNSTRUCTURED MODEL

Table 4 shows the meshes and element types assigned 
to each part of the model, and Figures 10 to 12 illustrate 
the �nal meshes assigned to the parts of the substruc-
tured model.

�e connection of the substructures models to the base 
model occurs through the interaction of these, through the 
connectivity of the coincident nodes at the interconnecting 
points between the stringer and transverse frames 3 to 6 of 
the STRUCTURE model with the matching nodes at the 
same points of the sub_hull_bow model. With the substruc-
ture sub_bulkheads, connectivity is applied to the matching 
nodes at the interconnection points between the longitudi-
nal frames, bulkheads 1 to 4, and stern.

�is connectivity between the parts of the model occurs 
through welding-type connectors, which enables the con-
nection between two nodes in the space, providing a total 
connection between these nodes, aligning their directions 
on the three local axes; and the connectors suggested by the 

21

4

face 1

face 2

face 3

face 4

3

Figure 9. Shell element, 4 knots (S4R) – Source: 
ABAQUS’ Manual.

Element 
Size

Maximum 
deflection 

(mm) ABAQUS

Maximum 
deflection 

(mm) - Analytical 
calculation

% 
Errors

50 0.03898

0.05012

22.23

40 0.03941 21.37

30 0.04486 10.49

20 0.04883 2.59

15 0.04904 2.15

10 0.0503 -0.36

Table 3. Mesh test - Shell element.

Model
Elements Final mesh

Type Size No. nodes Denomination Quantity of elements Quantity of nodes

Structure Beam 200 2 B31 2.570 2.061

Sub_hull_bow Hull 20 4 S4R 30.021 30.399

Sub_bulkheads Hull 20 4 S4R 51.670 53.227

Table 4. Final mesh of the substructured model.
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Figure 13. Solder-type connector.a

Source: ABAQUS Manual.

ABAQUS software, used in the modeling, are CONN 3D 
2 type, as shown in Figure 13.

Figure 14 shows the interaction of the substructures with 
the base model through the solder-type connectors.

3.3. LOADING CONDITION 
FOR THE UNSTRUCTURED MODEL

In order to simulate the loading imposed by the slamming 
pressure in the impact region, the hypothesis adopted was 
that the slamming pressure of p = 41.673 kPa is decomposed 
into slamming force, being applied simultaneously on the 
interconnection points between the bottom and transverse 
frame 4 and on the knots of the mashes created, referring 
to these points. �erefore, the slamming force (Fsl) will be 
applied in a concentrated manner to the 15 knots contem-
plating the connections between the bottom longitudinals 
and transverse frames 4, with a force value of 3,378,048 N 
per node.

3.4. BINDING CONDITION 
FOR THE UNSTRUCTURED MODEL

�e binding conditions imposed on the substructured 
model were de�ned based on the results obtained from the 
structural response analysis of the stucture_hull model. �ree 
hypotheses were then attributed to boundary conditions that 
attempt to simulate a biding occurrence when slamming at 
the surface of the sea
•	 Condition 1: all interlocking nodes between the longitudinal 

frames and the stern transverse frame will be labeled, allowing 

Figure 10. Mesh of the substructured model. 
Structure part.

Figure 11. Mesh of the substructured model. Sub_
casco_proa part.

Figure 12. Mesh of the substructured model. Left view: 
mesh of the sub_bulkheads part. Right view: detail of 
the mesh on bulkhead 3.

Figure 14. Substructured model. Solder-type 
connectors.
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the rotational movement of the structural relative to the stern, 
simulating the reaction response to the bow thrust.

•	 Condition 2: all interlocking nodes between the longi-
tudinal frames and the stern transverse frame will be set, 
not allowing rotational movement of the structure rela-
tive to the stern.

•	 Condition 3: is based on the labeling of interlocking nodes 
between longitudinal frames and the stern transverse frame, 
associated to another set labeled points of interconnection 

between transverse frame and longitudinal frames, and 
this set is variable in each analysis, with the bonding con-
dition of the stern transverse frame remaining, as well as 
the loading condition in the transverse frame 4.

After the loading conditions, the bonding and the mesh of 
the structure_hull were de�ned, the analyses were processed, 
varying the binding conditions, as previously described. Table 5 
shows the results obtained in the simulations and, as can be 

Contour condition
Stress Von Mises (MPa) Deformation

Value Element Value Element

Condition 1

stern_labeled 446.3000 2211 0.002847 1285

Condition 2

stern_set 360.4000 2614 0.004481 2626

Condition 3

stern/cav15 293.9000 202 0.003392 1292

stern/cav14 257.9000 22 0.002766 1289

stern/ant4 277.9000 67 0.002405 1293

stern/cav13 261.6000 71 0.002327 1297

stern/cav12 229.1000 74 0.002248 1307

stern/cav11 218.9000 78 0.002202 1508

stern/cav10 196.8000 82 0.002034 1512

stern/ant3 181.1000 86 0.001961 1516

stern/cav9 158.3000 90 0.001927 1520

stern/cav8 135.1000 94 0.001881 1524

stern/cav7 114.8000 635 0.001547 1628

stern/ant2 124.0000 103 0.001152 645

stern/cav6 111.8000 2584 0.001025 1333

stern/cav5 74.5600 2580 0.000634 645

stern/cav3 51.2800 2559 0.000560 645

stern/cav2 54.5100 2559 0.000588 645

stern/ant1 54.0300 2559 0.000596 645

stern/cav1 53.8800 2559 0.000590 645

stern/bow 154.2000 2021 0.001040 2124

Table 5. Results of the analysis of the structure model.
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Figura 15. Grá�co stress Von Mises x vinculação.

Figure 15. Von Misses stress x bonds.

observed in condition 3, the variation of the position of the 
second labeled bond does not add any more requirements 
to the bonds imposed in conditions 1 and 2, in which the 
nodes of the longitudinal frames and stern transverse frame 
are labeled and set, respectively.

Figure 15 shows a comparative graph between the Von 
Mises tension values obtained in the analyses carried out in 
the ABAQUS software and the tension limit value of 153.13 
MPa, as speci� ed by the DNV, represented by the blue line 
in the graph, in which it is possible to verify that the bond-
ing condition of the interconnection points between sills 
and stern transverse frames is the most requested condition, 
and therefore it is adopted as a condition of bonding for the 
substructured model.

4. RESULTS OBTAINED IN THE 
STATIC ANALYSIS OF THE 
SUBSTRUCTURED MODEL

Figure 16 shows the distribution of tensions along the structure 
using a graphical model in which structural elements with tension 
values close or equal to the threshold tension of 153.13 MPa are 

presented as elements with reddish tones. Structural elements 
with tension values higher than the threshold tension are repre-
sented by the white color. � is graphic model aims at facilitating 
the identi� cation of the location of the elements with requests 
with tension limit values equal to or greater than the threshold 
tension of 153.13 MPa along the structure.

When observing Figure 16, it can be noticed that the 
maximum tension is located at the upper edge, next to the 
bonding point, with a value equal to 716.41 MPa. Considering 
that the bonding condition is hypothetical, and that the ele-
ment requested by the maximum stress is the pro� le of the 
edge of the hull, we chose to discard such a request.

Other tension regions with higher tension than the limit 
stress and which is established in accordance with DNV are 
easily identi� ed, and some of these requested elements are 
located at the edge of the vessel, that is, in non-watertight 
areas of the hull, and therefore will be neglected.

However, the graphical model shows the existence of struc-
tural elements with a tension above the limit level, located 
in the knuckle timber next to the stern transverse frame, in 
the lateral longitudinal frames between transverse frames 14 
and 13, and between transverse frames 6 and 7, as shown in 
Figures 17 and 18.
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Table 6 shows the values of the tensions that exceed the 
preset limit value of 153.13 MPa in the stern and impact 
regions, as shown in Figures 17 and 18.

4.1. DISCUSSION AND 
SYNTHESIS OF RESULTS

Table 7 shows the deviation in the tension values of 
the other elements requested with critical tension val-
ues above the limit of 153.13 MPa, and in relation to 
the value of the material flow limit, which, in the case 
is 206.82 MPa.

5. CONCLUSIONS

�e modeling process using the substructuring of impact 
regions and bulkheads — with �nite shell elements, with 
�nite shell elements, simulating the plating units connected 
to the vessel’s hull modeled in �nite elements of space por-
ticos — is of great value for the structural analysis of small 
high-speed vessels, as it enables the veri�cation of the local 
e¨ects in the impact region, as well as the visualization of 
the distribution of the load along the structure of the vessel’s 
hull, through the transmission of tensions along its structural 

Figure 16. Tension distribution on the structure.
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Figure 17. Details of critical tensions acting on the stern region.
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Hull region
Longitudinal 

frame requested
Tension value 

(MPa)
% of deviation to the limit 
tension DNV (153.13 MPa)

% of deviation to the 
draining limit (206.82 MPa)

Stern

1 215.35 40.63 4.12

2 a 211.29 37.98 2.16

2 b 246.85 61.20 19.35

Impact
1 182.81 19.38 -11.61

2 197.79 29.16 -4.36

Table 7. Deviation values regarding the limiting tension and the drain tension.

Figure 18. Details of critical tensions acting on the impact region.
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Hull 
region

Longitudinal 
frame 

requested

Tension value 
(MPa)

Element 
type

Stern

1 215.35 B31

2 a 211.29 B31

2 b 246.85 B31

Impact
1 182.81 B31

2 197.79 B31

Table 6. Critical tensions on stern and impact regions.elements; this is due to the connectivity of the substructure 
to the base structure.

In other binding systems applied in local impact analysis, 
such as the impact region (ALONSO AND PINTO, 2014; 
SANTOS, 2011), it is not possible to obtain this global ten-
sion distribution response, being limited only to the delimited 
region between the sets. However, with the applied method, it 
is possible to observe the existence of mesh elements located 
outside the impact region in the tension distribution along 
the substructed model, with tension values close to or higher 
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than the pre-established tension limit, thus indicating the 
need for more detailed analysis in those regions.

In the case study applied to the modernization of the 
LPPN Miraguaia boat, it can be concluded that the structure 
of the vessel’s hull will undergo plastic deformation in areas 
adjacent to the impact and stern regions, when requested by 
the slamming, as shown in item 4. �erefore, it is necessary 
to carry out further analyses, in which the local structures in 
the deformed regions must be more geometrically detailed.

However, it can be concluded that the use of substruc-
tured models is of great value to the process of analysis of 
the structural strength of high speed vessels, as it facilitates 
a local analysis of the structure of the hull in the substruc-
tured region, as well as the identi�cation of the overall ten-
sion distribution along the base model, using a less complex 
geometry, in relation to the actual structure of the vessel, thus 
providing less computational work, obtaining the structural 
response of the model studied.
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Abstract: �is study correlates the occurrence of accidents with 
waterway transports, as a consequence of extreme meteorologi-
cal events which occurred in  northeastern Amazonia from 2008 
to 2013. �e data used were obtained from the National Institute 
of Meteorology (INMET). For the wind reanalysis of zonal and 
meridional components, the data were obtained at the National 
Centers for Environmental Prediction (NCEP)/National Center 
for Atmospheric Research (NCAR). �e main results indicated 
that in the rainy season (December to May), rainfall is the big-
gest factor for accidents which occur during this period, due to 
the strong in«uence of precipitation systems, such as the inter-
tropical convergence zone (ITCZ), mesoescale convective systems 
(MCS), instability lines (ILs), and Upper-tropospheric Cyclonic 
Vortices (UTCV), just as in the season with least rainfall ( June to 
December) the wind is considered the main variable that causes 
accidents in this mode of transportation. In this context, the sup-
port from the weather forecast is essential, and can be an asset 
for the reduction of accidents in the rivers of Pará, especially in 
the northeastern Amazon, favoring the safety of the users of these 
means of transportation.
Keywords: Waterway transport. Extreme weather. Safety 
of users.

Resumo: Este estudo correlaciona a ocorrência de acidentes com 
transportes hidroviários em consequência de eventos extremos 
meteorológicos ocorridos no nordeste da Amazônia no período 
de 2008 a 2013. Os dados utilizados foram captados do Instituto 
Nacional de Meteorologia (INMET). Para reanálise de vento das 
componentes zonal e meridional, os dados foram captados no 
National Centers for Environmental Prediction (NCEP)/National 
Center for Atmospheric Research (NCAR). Como principais resul-
tados, constatou-se que no período chuvoso (dezembro a maio) a 
precipitação é a maior responsável pelos acidentes ocorridos, em 
virtude da forte in«uência de sistemas precipitantes, como, por 
exemplo, zona de convergência intertropical (ZCIT), sistema con-
vectivo de mesoescala (SCM), linhas de instabilidade (LIs) e vór-
tice ciclônico de alto nível (VCAN). Já no período menos chu-
voso (junho a dezembro) o vento é tido como a principal variável 
que ocasiona acidentes nesse modal de transporte. Nesse sentido, 
é primordial o auxílio da previsão de tempo, podendo ser uma fer-
ramenta redutora de acidentes nos rios do Pará, especialmente no 
nordeste da Amazônia, favorecendo a segurança dos usuários desse 
meio de transporte.
Palavras-chave: Transportes hidroviários. Extremos meteorológicos. 
Segurança dos usuários.
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INTRODUCTION

�e extreme weather conditions observed in the north-
eastern region of the State of Pará poses risks for navigation. 
�is article discusses how elements such as heavy rains, gusty 
winds, low visibility, and rough waves are potential conditions 
for accidents of vessels navigating the waterways.

In the face of weather extremes, the most precarious ves-
sels do not have electronic equipment to aid navigation or 
salvage equipment, such as life jackets and boats, in su�-
cient numbers to contribute to the success of navigation, and 
hence making rescue impossible in extreme cases. Even with 
the commitment of the Eastern Amazon Port Authority 
(CPAOR) and the National Waterway Transportation 
Agency (ANTAQ) demonstrating a tendency to substitute 
vessels that are unsafe, this substitution is still a distant real-
ity, since extreme weather conditions generate vulnerability 
and cause serious damage to their structure and to human 
life. It is common for residents of riverside communities and 
inland waterway operators to use boats as a basic means of 
transporting passengers and cargo, as boats are quite com-
mon in the region. �is activity generates a direct relation-
ship between the social and economic life of these individ-
uals and the rivers of the Amazon.

Even during the less rainy period, precipitation in the 
Amazon does not cease, but only decreases. During this 
period, precipitation tends to be more localized and usu-
ally originates from di¨erential heating between surfaces. 
�e e¨ects of the breeze circulations are more prominent 
during the less rainy period in the region (KOUSKY, 1980; 
COHEN, 1995).

Amazonia stands out in South America as one of the 
regions with the most intense convective activity, and because 
a large part of its population uses the waterways as its mode 
of transport for people as well as for cargo, the number of 
accidents due to extreme weather conditions is expressive. 
�erefore, the atmospheric conditions could be considered 
as determining factors for accidents with boats. In this con-
text, the monitoring and prediction of weather and climate 
are of fundamental importance for the success of navigation 
on the waterways, thus being a conditioning factor for the 
safety of navigation. It is necessary to emphasize the impor-
tance of investigating the accidents with cargo and passenger 
waterway transportation, relating them to extreme weather 

conditions in the northeastern region of the State of Pará, 
and pointing out the socioeconomic consequences for users 
of the Amazonian rivers.

�e rivers of the state of Pará are important for the trans-
portation and economy of the region, which comprise 60% of 
the national waterway network, with an average of 14.5 mil-
lion passengers who traveled through the Amazon basin in 
2011 and 2012, according to the executive report by ANTAQ 
(2013). In this context, water-related accidents are increas-
ingly frequent, either because of lack of safety or because of 
human action (malpractice, recklessness, lack of maintenance, 
mechanical and structural problems, excess passengers, and 
cargo) and/or nature (extreme weather conditions), generat-
ing socioeconomic losses, and even causing the death of the 
people who occupy these vessels.

�erefore, this research is essential due to the wide sea-
sonal and spatial understanding of waterway accidents due to 
meteorological extremes of precipitation and wind, addressed 
through its quantitative and qualitative aspects. However, it 
is expected that this study of accidents with waterway vessels 
in the northeastern of the Amazon due to weather extremes 
collaborates for the prevention and reduction of the accident 
risks with both passengers and cargo. �us, two case studies 
will be characterized: one for the rainy season and the other 
for the less rainy season, evidencing the atmospherical behav-
ior during the occurrence of the accident.

1. THE IMPORTANCE OF 
WATERWAY TRANSPORTATION

In the history of mankind, it is notable that humans 
have used small maritime and «uvial vessels for traveling, 
the commercialization of their products, the search for 
independence and the discovery of new lands. Maritime 
and/or «uvial waterway transportation is one of the most 
important modalities for industry and logistics in Brazil 
(BASTOS, 2006).

Cecatto (2002) indicates that the waterway model is fun-
damental to promote and integrate the country internally 
and externally. After all, there are 8 basins with 48,000 km 
of navigable rivers, bringing together at least 16 waterways 
and 20 river ports. Between 1998 and 2000, 69 million tons 
were moved. Modernized and adapted to the demands of a 
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globalized world, maritime transports can reduce domes-
tic distances and be decisive in consolidating the Southern 
Common Market (MERCOSUR), as well as increasing trade 
relations with other continents.

Carmo Filho et al. (2006) corroborate that the Pará river 
transportation has di¨erent particularities from the rest of 
the Brazilian territory. It is no wonder: during the «ood 
season, it is possible to count on a hydrographic network 
of up to 80,000 km of waterways (PINTO et al., 2011), a 
safety margin for the passage of larger vessels, freight trans-
ports and mixed and passenger navigation, as is the case of 
the huge ocean liners that travel through the great rivers 
of the Amazon.

Novaes (2004) states that water transportation refers to 
all types of transport carried out on water. In this scope are 
the «uvial, lacustrine, and maritime transport. Keedi and 
Mendonça (2000) state that, when compared to road trans-
port, waterways have lower costs, lower fuel consumption, 
greater transport capacity, better safety conditions, lower rates 
of damage, and lower environmental impact. �is modal is 
indicated by its advantageous features such as those already 
mentioned. Even so, they are vulnerable when under the 
in«uence of climatic variables.

As waterway vessels are a common means of transpor-
tation in the Amazon Region, users are susceptible to acci-
dents while navigating Amazonian rivers.

Chopra and Meind (2011) indicate that the main advan-
tage of water transport is the low operating costs. As ships 
have relatively large capacity, �xed costs can be absorbed by 
large volumes. �us, the ease of low-cost transportation with 
this mode is an advantage over other modes of transport.

Patrício (2007, p. 02) states that:

In addition to stimulating industrial, commercial 
and tourist activities, «uvial transport incorporates 
new social and environmental aspects, as it plays 
an important role for the sustainable development 
of the region, preserving the cultural identity and 
strengthening the socialization network of commu-
nities and their peoples.

�e process of intensi�cation of the Amazon Region was 
originated by the layout of the hydrographic network, in which 
the natural path is the river, the main means of subsistence 

of the local population. �is population is a minority, but not 
irrelevant to the state, and therefore contributes to the econ-
omy by generating income through the commercialization 
of its products, as well as the purchase of freely marketed 
goods in the region.

2. ACCIDENTS IN WATERWAY 
TRANSPORTATION AND THE 

CLIMATE OF THE AMAZON REGION

Considering the importance of the waterway transport 
modalities, developing studies that analyze the accidents due 
to extreme weather is very important, since the Amazonian 
atmosphere has very large water availability, as well as pre-
cipitating systems that in«uence the rainy and less rainy 
periods in the region.

According to Ferreira (2000), the waterway is subject to 
a relatively large range of accident types, and the frequency 
of these events depends on another range, not smaller, of 
factors. For accidents occurring in the Amazon Basin, there 
are great di�culties in obtaining reliable information and 
statistical data on accidents, as there is a divergence between 
some of the information. �e regulations of the Navy con-
template several de�nitions for accidents involving water-
way transport, but the accidents with de�nitions that are 
more interesting to this article are those caused mainly by 
extreme weather conditions. �e accidents covered were 
acquired through consultation to CPAOR surveys for the 
period of 2008–2013.

�e vessels involved in accidents are of all sizes, types, 
and shapes. �e results show that all vessels are subject to 
the most diverse types of accidents caused by meteorolog-
ical extremes.

�e climate of the Amazon Region is formed by the com-
bination of several factors combined. Cloudiness controls 
the energy distribution associated with spatial and temporal 
patterns of rainfall in the region, relating rains to solar radi-
ation, to temperature and to atmospheric humidity with the 
annual precipitation cycle. �us, in the rainy season there is 
a reduction in air temperature and radiation and an increase 
in air humidity, unlike in the less rainy season.

Being located in the equatorial region, the climate of 
Amazon is hot and humid. Fisch et al. (1998, p. 102) show that,
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although this behavior has not been a constant 
during the last 15,000 years. Changes in the Earth-
Sun relationship caused signi�cant changes in the 
amount of solar energy received by planet Earth, 
changing the composition of the predominant 
atmospheric systems and, consequently, the climate.

�ese changes in climate, mainly due to the thermal con-
trast between sea and land, contribute to the increase and/or 
decrease in precipitation, thus altering the level of rivers, 
which interferes with the navigation conditions. On the coast 
of Pará and Amapá, the average rainfall is about 2,300 mm.
year-1 and the annual total reaches 3,500 mm. Precipitation is 
also high and the region does not have a de�ned dry season. 
�e instability lines (ILs) that are formed along the coast-
line during the afternoon, forced by sea breezes, are respon-
sible for this characterization (NOBRE, 1990). �e rainy 
period or strong convective activity in the central region of 
the Amazon (near 5º S) may be associated with the pene-
tration of frontal systems of the southern region, interact-
ing with the local convection and organizing such a con-
vention, between November and March. �e period with-
out large convective activity occurs from May to September, 
and the months from April to October and December to 
February characterize the transition period between one 
regime and another, when the region presents high precip-
itation (>900 mm) in the Western and Central parts of the 
Amazon, within the geographic position of Bolivia. In the 
months of June, July, and August, the precipitation maxi-
mum moves north over Central America in the central part 
of the Hadley cell domain, characterizing the dry season. 
�is behavior is completely in line with the annual cycle of 
convective activity in the region (HOREL, 1989).

The El Niño is characterized by the occurrence of 
sea surface temperature (SST). �e El Niño - Southern 
Oscillation (ENSO) phenomenon has two phases: one 
positive, La Niña, and one negative, El Niño, character-
ized by a warmer period. �e phenomena caused by ENSO 
are attenuating changes in the precipitation regime and, 
according to the intensity of the event, may result in severe 
droughts (MOLION, 2000). According to Alves et al. (1998), 
in the majority of the years with El Niño, below-average 
rainfall was observed in the northeastern sector of Eastern 
Amazonia, and in the La Niña years above the average there 

were marked water warming and behavioral changes in the 
Walker cell, causing increased precipitation in the region 
of the state of Pará.

�e wind, characterized by the movement of air in relation 
to the terrestrial surface in the vertical and horizontal direc-
tions, is one of the great causes of accidents with waterway 
vessels (AYODE, 2003). Wind is generated through di¨erent 
atmospheric pressure gradients, moving from high-pressure 
areas to low-pressure areas. �e trade winds are winds that 
come from the subtropical regions of high pressure for the 
equatorial strip, characterized by being a hot and low-pres-
sure area (SADOURNY, 1994).

Precipitating meteorological systems are presented as 
those that produce precipitation in the Amazon in both the 
rainy and the less rainy periods. Among the mesoscale precip-
itating systems, the intertropical convergence zone (ITCZ), 
the upper-tropospheric cyclonic vortices (UTCVs), the 
South Atlantic convergence zone (SACZ), the frontal sys-
tems (FSs), the easterly wave disturbances (EWDs), the ILs, 
and the circular mesoscale convective systems (FERREIRA, 
2008; ROCHA; GANDU, 1996; SODRÉ, 2013) offer 
intense precipitation in the study area, located northeast of 
the state of Pará.

Camponogara (2012) states that the Pará precipitation 
regime is modulated by the sea breeze, the ILs, the EWDs, 
the ITCZ, the Alta de Bolivia (AB), and the UTCVs.

Melo (2009) states that the ITCZ consists of a lin-
ear band of deep cloudiness in the equatorial strip of the 
Atlantic Ocean, which connects convection regions in South 
and Central America (West) and Africa (East). In order to 
understand the in«uence and the performance of this band of 
nebulosity in the place of study, one needs to know that this 
system of great horizontal portion occurs near the Equator, 
embracing this equatorial strip of the globe. �eir interaction, 
according to Ferreira (1996), depends on the interaction of 
the characteristics of the atmosphere and of the ocean, not 
necessarily occurring all at once. As precipitation is linked 
to local convection, it becomes one of the most important 
variables in the tropics, and is essential to the understanding 
of the ITCZ’s mechanisms.

�e ITCZ is formed by the convergence of trade winds in 
the southern hemisphere, low pressure, high sea surface tem-
peratures, intense convective activity and precipitation, deter-
mining the intensity of the rains in the north and northeastern 
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regions. Souza (2005) and Adler (2009) assert that SST 
anomalies in the Paci�c and Atlantic oceans a¨ect the lati-
tudinal position of the ITCZ longitudinally. In the Atlantic 
Ocean, the ITCZ moves, on average, 14º N in the months 
of August and September and 2º S in the months of March 
and April. �is movement is associated to the strengthening 
or weakening of the trade winds coming from the southeast 
and northeast.

�e UTCV is characterized by a low-pressure center 
with a duration of a few days that originates in tropical and 
extratropical latitudes (RAMIREZ, 1996). In Brazil, trop-
ical UTCVs operate more frequently from December to 
February, lasting for 4–11 days. When they originate in the 
continent, they in«uence the precipitation in the north and 
northeast of Brazil.

It is important to account for the interaction of the UTCV 
with other systems, such as the AB and SACZ. In the sum-
mer, the AB contributes to the rains, mainly in the Brazilian 
North and part of the northeast and central-west (FERREIRA 
et al., 2009).

�e ZCAS is a typical summer system in South America. 
According to Rocha and Gandu (1996), it is a band of 
cloudiness and precipitation that extends from the north-
west to southeast over South America and shows interac-
tion between tropical and extratropical systems, with hot and 
humid air masses from the Amazon and the South Atlantic. 
�e cloudiness of the ZCAS is characterized from north-
west to southeast and ends up extending from the south 
of the Amazon region to the center of the South Atlantic 
(KOUSKY, 1988). In summer and autumn, the ZCAS is one 
of the main precipitating systems in Southern Amazonia 
(ROCHA; GANDU, 1996).

�e EWDs are a consequence of the barotropic and baro-
clinic instability of «ushes, corresponding to horizontal and 
vertical wind shear (MACHADO et al., 2009). �e EWDs 
further intensify meteorological systems such as MCSs, asso-
ciating with tropical storms or even hurricanes in the northern 
equatorial Atlantic (BARBOSA, 2005). �e EWD is little 
known in the South American continent, because its activity 
is not signi�cant compared to what happens in Africa, but 
it has a fundamental action in the modulation of the con-
vection of events of mesoscale and synoptic scale that come 
from the ocean, thus interfering in precipitating systems such 
as ITCZ, IL, and mesoscale convective complexes (MCCs).

�e ILs are convective systems that contribute to the for-
mation of rains near the coast of Pará and Amapá and to the 
precipitation that occurs in Central Amazonia. Cohen (1989) 
classi�ed these systems as instability line with propagation 
(ILP), which spreads inland; and coastal instability line 
(CIL). �e �rst one is subdivided into two types: ILPs type 
1, which go inland, and ILPs type 2, which dissipate in a 
short space. �e CILs have the coast as their apex, where 
they form and dissipate. According to Cohen (1989), the 
stability lines are one of the atmospheric systems operat-
ing in the Pará area that collaborate with 45% of the rains 
during the rainy season.

ILs contribute to the formation of cumulonimbus clouds 
and are formed by the circulation of sea breeze. �e rains in the 
Amazon are linked to the ILs coming from the coast, driven 
by sea breezes (GARSTANG et al., 1994). �ese Amazonian 
ILs go through six stages in their life cycle: genesis, intensi�-
cation, maturity, weakening, re-sensitization, and dissipation. 
At these stages, these lines lose and gain strength. �ey form 
in the late afternoon, losing strength as they propagate on the 
continent, dissipating and later gaining strength once again. 
If this movement happens at night, the convective activity 
will be smaller (MOLION; KOUSKY, 1985).

Sodré (2013) apud Machado and Rossow (1993) states 
that the convective system, when mature, forms large amounts 
of stratus and cirrus clouds. MCSs are often associated with 
intense precipitation, strong gusts of wind and even tornadoes. 
Sodré (2013) shows that the frequency of MCS is consider-
able throughout the territory of the State of Pará. In his divi-
sion of the study area, there are regions that present greater 
quantitative, mainly around the Bay of Marajó, where there 
is a dependence of abundant availability of humidity both 
from the rivers and the ocean.

In his division, Sodré (2013) corroborates information 
on convective systems that attract extreme weather events 
in the region where the accidents concentrate, in which the 
Marajó Bay is located.

3. RESULTS AND DISCUSSION

Two case studies of accidents with waterway transport due 
to meteorological extremes will be shown: one in the rainy 
season and another in the less rainy season. �ese cases are 
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related to the determining causes of extreme precipitation 
(case 1) and wind (case 2).

�e accident occurred with a �shing boat on February 
18, 2011, at 7:40 pm, on Costa do Taparí, near Ponta da 
Romana, in the municipality of Curuçá, Pará. According to 
the CPAOR survey, the cause of the shipwreck was deter-
mined as “great atmospheric instability”, causing the death 
of a 19-year-old male victim.

�e infrared satellite images shown in Figure 1 for the 
local time of 7:30 pm show intense convective activity in much 
of Brazil, speci�cally in the eastern portion of the State of 
Pará, covering the entire region of study. It is important to 
note that February 2011 was in«uenced by the cold phase of 
ENOS (La Niña), with a Southern Oscillation Index (SOI) 
of-1.2ºC — National Centers for Environmental Prediction 
(NCEP)/National Center for Atmospheric Research (NCAR), 
which favors increased precipitation. �e atmospheric insta-
bility observed in Brazil is related to the presence of two 
baroclinic systems on the south and southeast, better known 

as cold fronts, which, when connected to the Amazonian 
atmosphere, produce large amounts of cloudiness and, con-
sequently, intense precipitation. �ese atmospheric character-
istics are common during the rainy period of La Niña years 
in the region (SOUZA et al., 2000).

�e accumulated precipitation associated with the cloud-
iness pattern (Figure 1B) can be veri�ed in Figure 2, with 
rainfall around 70 mm/3h and 115 mm/day at the National 
Institute of Meteorology (INMET) station in Belém, a unit 
used as basis for data extraction.

Figure 3 shows that, for case 1, the wind of the surface 
was weak in a northeast direction in the region of the acci-
dent (subarea 1). It may be noted that the continent’s winds 
are of lesser intensity than those on the Atlantic Ocean. 
�is may be related to the large amount of deep cloudiness 
in the lower atmosphere.

�e accident, as already stated, was of the shipwreck type, 
according to the Brazilian Maritime Authority Regulations 
for Administrative Inquiries about Accidents and Facts of 

Figure 1. Infrared images from satellite GOES-12, highlighted for February 18, 2011 at 10:30 p.m. (7:30 p.m. local 
time): (A) South America cutout image and (B) Pará State cutout image.

Source: CEPTEC/INPE.

A B
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Navigation (NORMAM-09/DPC), caused by total or par-
tial sinking of the vessel due to loss of buoyancy from water 
boarding in its internal spaces, due to its heeling, overhang-
ing, or « ooding. � e vessel was classi� ed simply as a small 
vessel because it was a � shing boat.

On the day of the precipitation extreme in subarea 1, the 
tide was low, with 0.1 m at 5:26 p.m., according to the tide 
table of the Brazilian Hydrography and Navigation Board 
(DHN), but there was an evolution to high tide at 11:00 p.m., 
with a height of 3.6 m. In theory, the conditions for the acci-
dent may have been provided by the sandbars, among other 
means of friction that are closer to the bottom of the boat, 
causing the embankment or « ood.

� e accident in case 2 occurred with a motor boat on 
September 7, 2009, at 3:00 p.m., local time, in Guajará Bay, 
near the SOTAVE terminal in Icoaraci, in the city of Belém, 
Pará (subarea 1). According to the Port Authority’s inquiry, 
the cause of the shipwreck-type accident was “the large vol-
ume of water entering the vessel due to strong waves”, result-
ing in the death of a 21-year-old man.

According to NCEP/NCAR, the SOI of September 
2009 was 0.8ºC, that is, not relevant to influence the 
atmosphere under study, mainly because the season is less 
rainy, without the performance of large-scale precipitat-
ing meteorological systems. � is can be con� rmed by the 
satellite images (Figure 4), in which there is no precipitat-
ing cloudiness in most of Brazil, including subarea 1, but 
the performance of two frontal systems in the southeast 
of Brazil. In addition, the images show that there was no 
rain at the time of the accident — the cause con� rmed by 
CPAOR was “agitated waves”. In addition, one can observe 
the presence of high clouds, high stratus, and cirrus type 
that do not provoke rain.

� e « ow on the dominant surface is from the east, whose 
intensity is much higher than the winds of case 1. It can be 
noted in Figure 5 that the intensity of the surface winds in 
the proximities of the ocean with the Tocantins River is quite 
pronounced, even on a large scale. In addition, the INMET 
automatic station presented 10.4 m/s winds at the Belém 
station. � is information agrees with the determining cause 
of the accident by CPAOR. According to Kousky (1980), 
the sea breeze can be observed from 12 a.m. to 4:00 p.m., a 
period that comprises the accident episode, which may have 
intensi� ed larger waves by sea breeze winds.

21–00z 18–19.FEB.2011
Data: NCEP.NOAA
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Figure 2. Hourly rainfall (mm/3h); accumulated from 
three hours for the period from 6:00 p.m. to 9:00 p.m. 
(local time) for February 18, 2011.

Source: NCEP/NCAR (adapted by the authors).
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on February 18, 2011.

Source: NCEP/NCAR (adapted by the authors).
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Some authors, such as Ferreira (2006), comment that 
the wind is one of the most important phenomena in our 
atmosphere. In the case of the water environment, it is the 
precursor of agitated waves, having a dangerous strength 
that creates situations of risk and vulnerability to the small 
boats that sail under the strong action of the winds. Franco 
(1993) assures that the wind blows on the surface of the 
sea forming small undulations, called capillary waves, with 
a height of a few millimeters, which can increase as the 
wind continues to act, thus forming waves of gravity that 
do not cease with the end of the wind. According to the 
Center for Sea Studies (2005), the wind speed in« uences 
the size of the waves. � erefore, intense winds form big-
ger waves. For wave formation above 1 m, a wind speed of 
10 m/s is required.

Wave dynamics associated with tidal variation are import-
ant for understanding what happens at the moment of agita-
tion. Figure 6 shows the tide and wind variation on the sur-
face of subarea 1. It can be seen that the high tide schedule 
matches the time of the most intense winds in the region, 

Figure 4. Infrared images from satellite GOES-12, highlighted for September 7, 2009, at 6:00 p.m. (local time): (A) 
South America cutout image and (B) Pará State cutout image.

Source: CEPTEC/INPE.
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�e biggest di�culty for the movement of passengers in the 
Amazon, according to ANTAQ (2013), is regular transporta-
tion. Most vessels do not have systems with adequate technol-
ogies (CEVNI, 2009). �us, in case of reduced visibility due 
to fog, rain, or other reasons, boats are invited to sail by radar.

Padovezi (2003) states that accidents with water trans-
port may prove to be uneconomical if they are not integrated 
into e�ciency or safety. �e risks of accidents are imminent, 
mainly due to the precariousness of the vessels and their 
structure in holding people and cargo. In addition, there is 
no concern for safety in this type of transport, and over-
crowding, one of the most common causes in boat trans-
port, is frequent. �e reality of navigation in the Amazon 
is marked by the negligence of its navigators regarding the 
revision and renovation of parts and equipment. �us, ves-
sels travel in a vulnerable way, due to not being covered 
by insurance, which often masked by low budget reforms, 
making them di�cult for monitor by responsible entities 
(ANTAQ, 2013). When extreme events occur, accidents 
become quite common. �e adaptation of vessels to inland 
waterways is very expensive to the detriment of safety, 
which makes economic activity unfeasible. If this were to 
happen, ticket costs would rise and people who depend on 
this mode would be jeopardized, since boat transport still 
has low cost (ANTAQ, 2013).

Sousa et al. (2008, p. 03) explain:

Figure 6. Joint evolution of tide level and wind speed for case 2.

W
in

d
 s

p
ee

d
 (

m
/s

)

Wind Tide

02:32 a.m. 10:36 a.m. 03:23 p.m. 09:38 p.m.

03:00 a.m. 09:00 a.m. 03:00 p.m. 09:00 p.m.

5

4

3

2

1

0

W
av

e 
(m

)

6,0

5,0

4,0

3,0

2,0

1,0

0,0

Source: Brazilian Hydrography and Navigation Board (DHN), Brazilian Navy Hydrography Center (CHM), Brazilian 
Oceanographic Data Bank (BNDO); NCEP/NCAR.

favoring the formation of giant waves, consequently caus-
ing the accident.

In general, boats that navigate Amazonian rivers carry 
loads and passengers. When these loads are not �xed, they 
contribute to the instability, especially in the case of intense 
precipitation, as was with case 1, and of agitated waves, as 
with the case 2. �ese forces become dynamic in the same 
proportion of the leveling of the vessel over the water, caus-
ing the vessel to overhang.

4. THE ECONOMIC ASPECTS  
OF ACCIDENTS WITH  

WATERWAY TRANSPORTATION

In the Amazon, boats are the most common means 
of transportation, economically viable and time-e�cient. 
�ey are the main means of transportation in the region, 
providing mobility to its inhabitants, and used in practi-
cally all locomotion needs outside the communities, since 
they are the means that best adapt to the conditions of loads 
and passengers and the operation of the rivers. River trans-
port is an environmentally friendly, cost-e�cient transport 
medium, and its similarity to other modes is that they also 
have to deal with climatic events that a¨ect navigability 
(SCHWEIGHOFER, 2007).
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�erefore, what we witness are mixtures of passengers 
and luggage scattered in the seats, which can be fatal 
in cases of accidents, where people �ght for survival 
and can be surprised by luggage or cargo in general.

�e poor disposition of the loads and of the passengers 
can cause serious stability problems in the boat, due to maro-
las (small sea waves), strong wind and maneuvers. In case of 
extreme events, such disorganization can even cause ship-
wrecks and, consequently, human casualties.

Waterway transportation o¨ers options for entrepreneurs 
who want to save on the transport of large volumes, since, 
among the three most common types of transport (road, rail, 
and water), considering the �nal result, it is the cheapest.

5. CONCLUSIONS

�is study aimed to show the fundamental importance 
of the knowledge and the use of atmospheric and mor-
phological characteristics of the surface for the safety of 

waterway transport in the northeast of the Eastern Amazon. 
�us, the use of meteorological products by weather pilots 
and weather and climate forecasting may, to a certain extent, 
reduce accidents in waterways caused by weather extremes.

�e most frequent determining cause of meteorological 
extremes observed was atmospheric instability, which con-
sequently causes intense precipitation. �is may be related 
to the performance of global, synoptic and meso-scale pre-
cipitating meteorological systems such as ITCZs, UTCVs, 
ILs, and circular mesoscale convective systems.

For case study 2, the occurrence of the accident is asso-
ciated with the intensi�cation of the winds, especially the 
northeast trade winds, inherent to the time of the year in 
which the event occurred.

�e use of tools that help predicting the weather in 
river navigation may contribute to the reduction of the 
occurrence of accidents with fatal victims. �erefore, it is 
accepted that, with reduction of accidents, socioeconomic 
impacts will also decrease, since waterway vessels are the 
most common means of transport in the state of Pará and 
the Amazon as a whole.
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Abstract: This work proposed a new methodology for lith-
ological discrimination – using the Genetic Programming 
for Fuzzy Inference Systems model (GPFIS) – a genetic 
fuzzy system based on Multi-Gene Genetic Programming. 
The main advantage of our approach is the possibility to iden-
tify, through seismic patterns, the rock types in new regions 
without requiring opening wells. Thus, we wanted a reliable 
model that provides two flexibilities for the experts: to evaluate 
the membership degree of a seismic pattern to the several rock 
types and the chance to analyze the model output at a linguis-
tic level. Therefore, the final tool must lead to more knowledge 
and support to the decision maker. In addition, we evaluated 
other seven classification models (from statistics and compu-
tational intelligence), using a database from a well located in 
the Brazilian coast.
Keywords: Classi�cation. Lithology. Oil & Gas. Genetic 
Fuzzy Systems.

Resumo: Este trabalho propôs uma metodologia para discriminação 
litológica de novas jazidas de petróleo por meio do uso de Sistemas 
Fuzzy-Genéticos — em destaque o modelo Genetic Programming 
Fuzzy Inference System (GPFIS). A vantagem da modelagem suge-
rida é possibilitar identi�car, mediante padrões sísmicos, o tipo de 
rocha de uma determinada região sem a necessidade de abrir novos 
poços. Assim, busca-se um modelo com boa acurácia, aprendi-
zado automático e que proporcione duas características desejáveis 
aos especialistas: avaliar o grau de pertinência de um determinado 
padrão sísmico aos diferentes tipos de rocha e a oportunidade de 
analisar em nível linguístico a resposta do modelo. Portanto, a ferra-
menta �nal elaborada oferece apoio à decisão, assim como a extração 
e descoberta de conhecimento. Além do modelo GPFIS, foram ava-
liadas sete outras metodologias para classi�cação, por intermédio de 
dados de um poço da costa brasileira.
Palavras-chave: Classi�cação. Litologia. Óleo & Gás. Sistemas 
Fuzzy-Genéticos.
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1. INTRODUCTION

One of the most important tasks in the industry of oil 
exploration and production is lithological identi�cation. 
Lithology corresponds to the description of the macroscopic 
and physical characteristics of a rock, such as color, texture, 
grain size, and mineral content (SCHLUMBERGER, 2014; 
U.S. GEOLOGICAL SURVEY, 2014). On the basis of that 
description, and knowing the location of each type of rock 
in the well, it is possible to infer the location of formations 
generating hydrocarbon content, and, especially, the reservoir 
required for the occurrence of an oil �eld system.

�ere are several sources of information for this task, 
but one of the main ones to subsidize lithological identi�-
cation is logging. �is method consists of physical measure-
ments taken by tools that are introduced gradually along 
the well. Because logging tools measure the properties of 
the rocks underground, their records are mainly geological 
(DOVETON, 2002). Traditionally, statistics techniques 
are used to provide lithological identi�cation by studying 
pro�les. One of the most used techniques is the discrim-
inating analysis (BUSCH et al., 1987). Besides this prac-
tice, computational intelligence techniques have been used 
with some level of success, especially the use of neural net-
works, support vector systems, and Fuzzy inference systems 
(SANTOS et al., 2003; MINGJUN et al., 2011; LEITE, 
2012; BOSCH et al., 2013;ZHENG; MO., 2014). 

However, in most papers, the pro�les used in lithological 
identi�cation are those available in the wells, such as those 
of gamma rays, neutron porosity and resistivity. �is infor-
mation is only known after the wells are opened. In the 
previous stage, that is, outside the well, the only records of 
the surface available are the attributes deriving from seis-
mic surveys. 

In order for the identi�cation models to be applied outside 
the wells, it is necessary to use characteristics that are present 
both inside and outside the wells. In the wells, where lithol-
ogy is known through conventional pro�les and other data, 
the models are trained and, afterwards, tested to check for 
accuracy. Outside the wells, with the same characteristics, 
the models are applied so that the quality of their result is 
assessed by a geologist or a geophysician. 

For that to happen, such model should be improved 
both in terms of accuracy of the standard approach (linear 

discriminant analysis) and of providing experts with inter-
pretations of the obtained results. A viable alternative are the 
Genetic Fuzzy Systems (CÓRDON et al., 2001; HERRERA, 
2008), which provide their users with relative accuracy and 
good linguistic comprehension of the classi�cations made by 
the model. Based on the Genetic Programming Fuzzy Inference 
System (GPFIS) (KOSHIYAMA et al., 2014), this study aims 
at assessing the quality of this approach in terms of techniques 
of classi�cation of computational and statistical intelligence. 

�is study was organized as follows: the next section 
describes notions about the physics of rocks, and presents a 
deep approach of the problem faced. Section 3 disposes the 
GPFIS model, adequate for the aforementioned classi�cation 
problem. Section 4 reports the other models of classi�cation 
used, metrics of evaluation, the experimental procedure, as well 
as the results and discussions. And, �nally, Section 5 presents 
the �nal considerations and further studies.

2. RESEARCH METHODOLOGY

�is section shows some notions about the physics of 
rocks and analyzes the problem approached. It also presents 
the GPFIS model (KOSHIYAMA et al., 2014), especially 
designed to solve classi�cation problems. Since the model is 
based on multigene genetic programming (SEARSON et al., 
2007; HINCHLIFFE et al., 1996), the �rst part shows this 
variation of classic genetic programming; the GPFIS model 
was formulated right after.

2.1. NOTIONS ABOUT ROCK 
PHYSICS AND APPROACHED PROBLEM

�e rock physics theory is the �eld of geophysics that 
provides the relationships between seismic elastic attributes, 
measured from the surface of the Earth, from inside the 
wells or in laboratories, and the petrophysical properties of 
rocks (AVSETH et al., 2005). It provides the understand-
ing and the theoretical tools to improve the characterization 
based on elastic data. �e sensitivity of seismic signatures to 
the parameters of the reservoirs has been known for years. 
With the huge increment in seismic acquisition and pro-
cessing, and with the need to interpret the amplitudes for 
the detection of hydrocarbons and the characterization and 
monitoring of reservoirs, came the practical need to quantify 
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the relationship between seismic data and rock properties. 
Empirical equations have been published by several authors 
to relate, in terms of quantity, the petrophysical properties, 
and the elastic attributes. Some of them are Han’s equations 
(1986), which relate the compressional and shear velocities 
to the volume of clay and porosity.

Among the existing seismic elastic attributes, one of the 
most used ones is acoustic impedance, both compressional 
(IP) and shear (IS). It de�nes itself as the product between 
density and velocity of the compressional and shear wave 
propagation in a medium (HAN, 1986; TELFORD et al., 
1990). Impedances can be calculated both inside and outside 
the well. In the well, one of the ways to calculate them is the 
product between the density pro�le and the pro�le measuring 
compressional and shear transit times. Outside the well, it is 
possible to produce volume with impedance values through 
the process called seismic inversion, which uses the equation 
by Aki and Richards and the angle gathers to obtain such vol-
umes (AVSETH et al., 2005). With compressional and shear 
impedances, it is possible to create a model with well data to 
classify the lithology and to extrapolate them to seismic data. 

�is study used data from a well in the Brazilian coast. 
�e well selected for this study is located in a region with a 
mixed system for the formation of sedimentary rocks. �e lithol-
ogy found in this well was interpreted by an expert geolo-
gist who used the conventional pro�les of gamma ray wells, 
density, photoelectric and compressional sonic factor, besides 
the petrographic description of lateral samples and facies of 
the image pro�les (resistive and acoustic). �is lithological 
interpretation showed seven di¨erent types of rocks: aren-
ite, grainstone, calcarenite, mudstone, packstone, sandy mud-
stone, and shales. �ese types were grouped into four di¨erent 
classes, because the characteristics that discriminate the rocks 
in the same class are not detected in the seismic scale. Table 1 
shows the combination to create the four classes, from the 
lithology of the �rst column to the groups in classes of the 
second column. �e other columns indicate the volume of 
data each class has after being grouped. 

Classi�cation required not only the direct values of 
the impedances (IP and IS), plus two attributes calculated 
based on them. �e �rst was the di¨erence between IP and 
IS (IP – IS), whereas the second calculation was Poisson’s 

ratio (PR): RP IP IS
IP IS

( 2 )
2( )

2 2

2 2= −
−

. �e choice of these other 

attributes was based on the study of rock physics, which 
points them as good lithological discriminants (AVSETH 
et al., 2005; CASTAGNA et al., 1993). Figure 1 shows the 
graphic between IP and IS, with the data of the well used. 
�e four classes are identi�ed by the following colors: yellow = 
arenite, red = mix, blue = carbonate, and green = background. 
When both impedances are used together, it is possible to 
observe that all data, according to the studies (AVSETH 
et al., 2005; CASTAGNA et al., 1993), are located along a 
narrow, positively oriented region (see Figure 1, for example).

With the attributes IP, IS, IP–IS, and PR, a model was 
searched in order to infer, based on these seismic derivates 
and transformations, the type of rock: arenite, mix, carbonate, 
or background. �e advantage of GPFIS is the possibility to 
o¨er this interpretation at a linguistic level, besides the fact 
that the expert can decide the type of rock through the level 
of pertinence of a seismic sample to the di¨erent classes.

2.2. MULTIGENE GENETIC PROGRAMMING
Genetic programming (GP) (POLI et al., 2008) is 

a technique of evolutionary computing inspired by the 
concepts of natural selection and genetic recombination. 
Multigene genetic programming (MGGP) (SEARSON 
et al., 2007; HINCHILIFFE et al., 1996) can be seen as 
a generalization of traditional GP, since it indicates an 
individual is a complex tree structure (functions) which, 
as it occurs in GP, receives a set of Xj terminals (attri-
butes of pattern recognition, time series lag etc.), in order 
to predict the Y outlet. The  representation of MGGP 
is similar to that of GP concerning the tree structure; 

Lithology Class Padrões Patterns

Arenite Arenite 1,991 33.21%

Grainstone Mixed 1,803 30.08%

Calcarenite

Carbonate 1,480 24.69%Mudstone

Packstone

Sandy 
mudstone Background 721 12.03%

Shales

Table 1. Types of lithology and groups used in the 
analyzed well.
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however, for MGGP, an individual is a complex tree 
structure (Figure 2).

Each tree in this structure is a partial solution for the 
problem. It is easy to see that, when D = 1, MGGP is reduced 
to the solution obtained by a classic GP (d=1,...,D). �e pro-
cess of evaluation and selection are similar to those in GP. 
Regarding the recombination operators, the operation of 
MGGP mutation is similar to that executed in classic GP. 
In the case of crossing operation, it is necessary to distin-
guish it in the level in which the operation is conducted, 
being possible to apply the crossing in low and high levels. 
�e low level is the space in which it is possible to manipu-
late the structures (mathematical terminals and operations) 
of the equations present in an individual. Both the mutation 
and the crossing, in the low level of MGGP, are similar to 
those conducted in GP.

An example of high-level crossing is presented in Figure 3. 
�e high level is the space in which the equations present in 
the individual are manipulated in a macro universe. So, it is 

possible to observe that, based on two random points, equa-
tions of one individual to another are exchanged.

In general, the evolutionary procedure of MGGP is dif-
ferent from GP due to the addition of two parameters: max-
imum number of trees per individual and high level crossing 
rate. In the case of the maximum number of trees per indi-
vidual, there is always a high value so that there are no obsta-
cles in the process of synthetizing the solution. Regarding the 
high-level crossing rate, this parameter should be previously 
de�ned. Its value must always be presented in the table of 
algorithm con�gurations. 

2.3. GPFIS MODEL
�is section approaches the GPFIS model for classi�cation 

(KOSHIYAMA et al., 2014). �erefore, this paper describes its 
construction stages, since the mapping of precise values in levels 
of pertinence to fuzzy sets, and the inference procedure, which is 
subdivided in formulation, partitioning, and aggregation. After the 
inference process, decision and evaluation are conducted. 

Figure 1. Relation between IP and IS and the types of rocks.

IP: compressional acoustic impedance; IS: shear acoustic impedance.
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2.3.1. Fuzzifi cation
In classi� cation, the main information available is the n 

patterns xp = [xp1, xp2, ..., xpK] of the KXk attributes pres-
ent in the database (p=1,...,n e k=1,...,K). � e information 
of the n patterns is used to distinguish to which h-th class a 
new x*p pattern belongs (h=1,...,H). � e fuzzi� cation stage 
establishes the Ajk fuzzy sets associated with each k-th attri-
bute. In the analyzed case, the attributes are: X1 = IP, X2 = IS, 
X3 = IP–IS, and X4 = RP.

� e fuzzi� cation stage considers three factors: functional 
form, de� nition of the support of each pertinence function 

x( )A pkjk
R , and appropriate linguistic label, qualifying the 
subspace comprehended by the pertinence function with an 
adjective corresponding to the context. After a discussion 
with experts on the subject, the disposition of pertinence 
functions for each Xk is given by Figure 4.

With the fuzzi� cation of each pattern, the inference stage 
uses the information contained in each Ajk to better predict 
the class of x*p .

2.3.2. Inference
� e following sections present the subdivision of the 

inference process in the GPFIS model. In this sense, the � rst 

stage consists of formulation, that is, when the premises are 
elaborated by the use of MGGP. � e second stage is parti-
tioning, in which, in a set of premises, a single consequent 
term must be associated to each of them. � en, a base of rules 
is established, in which each rule of the same consequent is 
weighed, and its activation is aggregated (aggregation stage).

2.3.2.1.Formulation
To sum up, the GPFIS model searches a set of functions in 

accordance with the following representation (Equation 1 e 2):

x g f x x f x x x x( ) ( ), ..., ( ) , ..., ( ), ..., ( ) ( ) ˆ ( )c p d s A p A pK d es A p A pK p c p c p p1 1 1 1 1 1 1p j jK j jK p p1 1 1 1
R R R R R ε R R ε( ) ( )= ¬

®
¼
¾ + = +∈ ∈ ∈ ∈ ∈

x g f x x f x x x x( ) ( ), ..., ( ) , ..., ( ), ..., ( ) ( ) ˆ ( )c p d s A p A pK d es A p A pK p c p c p p1 1 1 1 1 1 1p j jK j jK p p1 1 1 1
R R R R R ε R R ε( ) ( )= ¬

®
¼
¾ + = +∈ ∈ ∈ ∈ ∈

x g f x x f x x x x( ) ( ), ..., ( ) , ..., ( ), ..., ( ) ( ) ˆ ( )c p d s A p A pK d es A p A pK p c p c p p1 1 1 1 1 1 1p j jK j jK p p1 1 1 1
R R R R R ε R R ε( ) ( )= ¬

®
¼
¾ + = +∈ ∈ ∈ ∈ ∈ ⇒ x g f x x f x x x x( ) ( ), ..., ( ) , ..., ( ), ..., ( ) ( ) ˆ ( )c p d s A p A pK d es A p A pK p c p c p p1 1 1 1 1 1 1p j jK j jK p p1 1 1 1

R R R R R ε R R ε( ) ( )= ¬
®

¼
¾ + = +∈ ∈ ∈ ∈ ∈  (1)

...

G1(Xj) G2(Xj) G3(Xj) ... GD(Xj)

Figure 2.Example of a multigene individual.

G1(Xj) G2(Xj) G3(Xj) G4(Xj) G5(Xj)

G1(Xj) G2(Xj) G3(Xj) G4(Xj) G5(Xj)

G1(Xj) G2*(Xj) G3*(Xj) G4*(Xj) G5(Xj)

G1(Xj) G2*(Xj) G3*(Xj) G4*(Xj) G5(Xj)

High
Level

Low
level

Indiv. 1

High
Level

Low
level

Indiv. 2

Indiv. 1

Indiv. 2

Figure 3. High-level crossing operation.
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Figure 4. Pertinence functions for Xk variables.
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x g f x x f x x x x( ) ( ), ..., ( ) , ..., ( ), ..., ) ) ( ) ˆ ( )c H p d s A p A pK d s A p A pK pH c p c H p pH1 1 1p H j jK H j jK p p1 1
R R R R R ε R R ε( ) ( )= ¬

®
¼
¾ + = +ε ε ε ε ε 

x g f x x f x x x x( ) ( ), ..., ( ) , ..., ( ), ..., ) ) ( ) ˆ ( )c H p d s A p A pK d s A p A pK pH c p c H p pH1 1 1p H j jK H j jK p p1 1
R R R R R ε R R ε( ) ( )= ¬

®
¼
¾ + = +ε ε ε ε ε

x g f x x f x x x x( ) ( ), ..., ( ) , ..., ( ), ..., ( ) ( ) ˆ ( )c p d s A p A pK d es A p A pK p c p c p p1 1 1 1 1 1 1p j jK j jK p p1 1 1 1
R R R R R ε R R ε( ) ( )= ¬

®
¼
¾ + = +∈ ∈ ∈ ∈ ∈ ⇒ x g f x x f x x x x( ) ( ), ..., ( ) , ..., ( ), ..., ) ) ( ) ˆ ( )c H p d s A p A pK d s A p A pK pH c p c H p pH1 1 1p H j jK H j jK p p1 1

R R R R R ε R R ε( ) ( )= ¬
®

¼
¾ + = +ε ε ε ε ε  (2)

�e elements belonging to each expression are described 
as follows:
•	 f x x( ), ..., ( )d s A p A pK1h j jK1

R R( )ε : the function f d D: [0,1] [0,1], 1, ...,d s
K

h
→ =ε : 

[0,1]K  → [0,1], d=1,...,D describes the form of 
relationship of the pertinence functions of each 
k-th attr ibute  regarding the h-th c lass , each 
f x x( ), ..., ( )d s A p A pK1h j jK1

R R( )ε desc r ibes  a  fuzz y 
rule, based on t-norm, t-conorm operators, negation 
etc., with the purpose of representing logical connec-
tives (and, or and no) and linguistic modifiers (much 
and little, for example).The d ∈ sh index is better 
described in the section “partitioning,” but, generally, 
it indicates the d-th functions (rule premise) that are 
related with the h-th class;

•	 g f x x f x x( ), ..., ( ) , ..., ( ), ..., ( )d s A p A pK d s A p A pK1 1h j jK h j jK1 1
R R R R
 � 
 �¬

®
¼
¾J J

 g f x x f x x( ), ..., ( ) , ..., ( ), ..., ( )d s A p A pK d s A p A pK1 1h j jK h j jK1 1
R R R R
 � 
 �¬

®
¼
¾J J : the function g: [0,1]card(s )h  → 

[0,1] is an aggregation operator whose role is to gather 
the levels of action regarding a set of rules associated to 
each h-th class in a �nal value;

•	 c hp
R J (xp) measures the level of pertinence of xpto the h-th 
class. It is always {0,1}, that is, the p-th pattern belongs 
to the h class or not;

•	 ˆ c Hp
R J (xp)measures the estimated level of pertinence of 
xpt the h-th class, assuming values between [0,1];

•	 εph: deviation between the observed and the estimated .

The objective  of the GPFIS model is to search 
the f x x( ), ..., ( )d A p A pK1j jK1

R R( ) f x x( ), ..., ( )d A p A pK1j jK1
R R( )  in order to produce 

an estimation ˆ c Hp
R J (xp) that minimizes ( )p

n
ph1

2∑ ε=

. For  that , the  GPFIS model  uses  e lements  o f 
MGGP, in order to synthetize the set of rule prem-
ises f x x( ), ..., ( )d A p A pK1j jK1

R R( ) . By the availabil-
ity of a set of premises f x x( ), ..., ( )d A p A pK1j jK1

R R( ) , 
it is necessary to define a consequent class (that is, 
to transform f x x( ), ..., ( )d A p A pK1j jK1

R R( )  into f x x( ), ..., ( )d s A p A pK1h j jK1
R R( )ε

f x x( ), ..., ( )d A p A pK1j jK1
R R( ). The partitioning techniques, 

subject of the next topic, are the mechanisms that can be 

used to choose a class that is better associated with each 
f x x( ), ..., ( )d A p A pK1j jK1

R R( ).

2.3.2.2. Partitioning
Be d=1,...,D the set of indexes of the functions 

f x x( ), ..., ( )d A p A pK1j jK1
R R( ) and S={s0,s1,s2,...,sH} the set 

of d parts, in which sh are the indexes of the destined to the 
h-th class, s0 is the set of the f x x( ), ..., ( )d A p A pK1j jK1

R R( ) 
addressed to no speci�c class (that is, the discarded anteced-
ents). �e method of the certainty or con�dence level eval-
uates the level of compatibility of the antecedent part 
f x x( ), ..., ( )d A p A pK1j jK1

R R( ) , regarding all H classes 
(CÓRDON et al., 2001; KOSHIYAMA et al., 2014). �at is, 
the wish is to de�ne the rule consequently, that is more reli-
able to this given premise. �erefore, for each one of the H 
classes, a con�dence level is computed to the h class h (CDh), 
given by Equação 3:

CD
f x x

f x x

( ),..., ( )

( ),..., ( )
h

p h d A p A pK

p h
n

p h d A p A pK

1

1

j jK

j jK

1

1

∑
∑∑

R R

R R

( )
( )=

ε

ε ε

 (3)

The CDh can be assessed as the identification of the 
antecedent part to the patterns of the h class, regard-
ing the total compatibility of the antecedent part to 
the h class and the others. So, 0 ≤ CDh ≤ 1, in which 
CDh = 1 means total compatibility, and CDh = 0, there-
fore, the opposite. The definition of the C class of the 
f x x( ), ..., ( )d A p A pK1j jK1

R R( ) is given by steps, for every 
d=1,...,D, rule premise:
•	 CDh is calculated for all H classes;
•	 �e h-th class is de�ned for f x x( ), ..., ( )d A p A pK1j jK1

R R( ) 
to maximize CDh;

•	 �e index of f x x( ), ..., ( )d A p A pK1j jK1
R R( ) in the respec-

tive sh;
•	 In case f x x( ), ..., ( )d A p A pK1j jK1

R R( ) has CDh = 0 for 
every h, its index is inserted in s0.

So, not every f x x( ), ..., ( )d A p A pK1j jK1
R R( ) will be 

associated with a specific consequent, and there may be 
some inactive consequents. After the definition of f x x( ), ..., ( )d s A p A pK1h j jK1

R R( )ε

f x x( ), ..., ( )d A p A pK1j jK1
R R( ), that is, the base of fuzzy rules, 

it is possible to assess to which class xp = [xp1, xp2, ..., xpK] 
is more pertinent. Since the same class can have di¨erent 
associated rules, it is necessary to aggregate the activations 
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coming from the compatibility of xp for each rule, in order 
to generate the �nal estimation ˆ c Hp

R J (xp).

2.3.2.3. Aggregation
In the Genetic-Fuzzy System �eld, it is common to use the 

maximum aggregation operator. Even though this approach 
has some advantages in certain situations, at the same time 
it handles all the rules with the same level of in«uence or 
weight. In some situations, such as the analyzed application, 
an approach weighing the rules could bring better results, as 
mentioned in other studies – see a compilation with results in 
Koshiyama et al.(2014). �e convex combination aggregation 
operator, used in this study, proposes to aggregate the rules 
referring to the consequent term, according to the Equation 4:

g f x x f x x w f x x w w( ),..., ( ) ,..., ( ),..., ( ) ( ),..., ( ) , com 1, e 0d s A p A pK d sh A p A pK d s d s
d s

A p A pK d s
d s

d s1 1 1h j jK j jK h h
h

j jK h
h

h1 1 1∑ ∑R R R R R R( ) ( ) ( )¬
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¼
¾ = = ≥∈ ∈ ∈ ∈

∈
∈

∈
∈
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�is operator generalizes the arithmetic mean, in which 
the weights wd sh∈  can be any values between [0,1], with the 
restriction that they add up to 1. Likewise, the interpreta-
tion changes, so that wd sh∈  indicates the level of in«uence of 
this rule in the �nal result. After the aggregation stage, each  

xˆ ( )C p1p
R ∈ ,..., xˆ ( )C H pp

R ∈  is obtained, however, it is necessary 
to de�ne the class associated to the p-th pattern.

2.3.3. Decision
For the explored formulation, the decision for the belong-

ing of the p-th pattern xp to the class h=1,...,H is given by:

C x x x xˆ ( ) arg max ˆ ( ),..., ˆ ( ),..., ˆ ( )p p h C p C h p C H p1p p p
R R R( )= ∈ ∈ ∈

C x x x xˆ ( ) arg max ˆ ( ),..., ˆ ( ),..., ˆ ( )p p h C p C h p C H p1p p p
R R R( )= ∈ ∈ ∈  (5)

In the Equation 5 C x x x xˆ ( ) arg max ˆ ( ),..., ˆ ( ),..., ˆ ( )p p h C p C h p C H p1p p p
R R R( )= ∈ ∈ ∈ is the estimated class, a result 

of the h-th argument that has the maximum value in the 
expression (5). �e idea is to show that xp belongs to the class 
with which it is more compatible, according to the available 

rules. When there is a tie, decision heuristics can be applied 
(the class with the highest proportion), or no speci�c class 
is attributed with xp.

2.3.4. Evaluation
To sum up, the evaluation of the GPFIS model is de�ned 

by a primary objective, minimization of error, and by a sec-
ondary one, reduction of the individual’s complexity. �e pri-
mary objective dominates the form of positioning individ-
uals in the population, whereas the second manifests itself 
as a tiebreaker.

�e function of the evaluation for classi�cation problems, 
is given by the mean classi�cation error (MCE - Equation 6):

C x( )h pEMC
C x

n
( ) ˆ

p
n

p h p p1∑
=

−= ∈ ∈  (6)

In which, for a given patternxp, C x( )h p∈ ∈C x( ) ˆ 0p h p p− = , 
se C x C x( ) ˆ ( )p h p p h p=∈ ∈   and 1, when C x C x( ) ˆ ( )p h p p h p≠∈ ∈ . 
�e individual that minimizes MCE is considered the best 
in the population.

The second objective is the reduction of complexity, 
based on the method of lexicographic parsimony pressure 
(LUKE; PANAIT, 2002). �e idea behind the method is: 
for two individuals with identical performance, the best 
among them is the one that has fewer nodes in the tree. 
�is indicates the rules with fewer antecedents, less oper-
ators of concentration/dilation, negation, and individuals 
with less f x x( ), ..., ( )d A p A pK1j jK1

R R( ); therefore, with a 
smaller base of fuzzy rules. With the evaluation, each indi-
vidual can be selected and recombined to generate a new 
population. �is process goes on until a stop criterion is hit. 
In this moment, the last population returns.

3. RESULTS AND DISCUSSIONS

3.1. DESCRIPTION OF THE EXPERIMENTS
Besides the GPFIS model, other classi�cation models 

were also used. Table 2 presents each one of them, with the 
parameters composing them. It is worth mentioning that the 
choice of value for each parameter is owed to preliminary 
tests, aiming at selecting the best con�guration. For the 
Pitt-GFS, the same number of pertinence functions and 
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pro�le used in GPFIS were considered (Figure 4) for each 
attribute, in order to turn the approaches as close as possible.

The well analyzed has 5,995 patterns, in total. The way 
to assess the accuracy of each method was the 10-fold 
cross-validation, accounting for the total of 5,394 training 
patterns and 601 test patterns, in each folder. The results 
reported are a result of the mean of three executions 
in each folder of the 10-fold cross-validation, for each 
method. The metrics calculated were total accuracy, 
which does not discriminate the unbalancing between 
classes and mean accuracy. The advantage of mean accu-
racy for application comprehends the fact that it con-
siders the imbalance between classes (arenite has more 
patterns than the background, for instance); therefore, 
it penalizes classifiers that privilege the dominant class 
to the detriment of the others.

Table 3 has the parameters used in the GPFIS model. 
�e product operator was used for conjunction, as well as 

negation, in order to increase the possible combinations of 
linguistic terms to formulate the premises. Even though nega-
tion made the rules less understandable in terms of linguis-
tics, its use led to the bases of more compact rules. 

In the case of MGGP, the process used was similar to that 
of Kishore et al. (2000), concerning the treatment of a mul-
tiple-class problem, such as that of binary classes. For that, 
MGGP was executed four times, dividing the number of fea-
sible evaluations equally (5,000 for each execution), so that 
each execution leads to the elaboration of a discriminant 
function for a speci�c class. In the end of the four executions, 
the discriminant functions were gathered, and the patterns 
separated for the test phase were classi�ed. For the evolutional 
approaches, the evaluation function was the mean classi�ca-
tion error. GPFIS was implemented in MATLABR2014b – 
for other computational details, see Koshiyamaet al. (2014).

3.2. RESULT DESCRIPTION
Table 4 shows the results referring to the accuracy of the 

analyzed classi�ers. It is possible to observe that, in general, 
the GPFIS model was more accurate, in average 4% more 
accurate than the multilayer perceptron (MLP). In compar-
ison, Pitt-GFS had worse results than GPFIS and Naive 
Bayes (NB). �e standard approach – the linear discriminant 
analysis (DISC) – led to results with worse performance than 

Model Parameter

GPFIS Table 3

SFGBR, Pittsburgh type (Pitt-
GFS) (BASTIAN et al., 2000)

Table 3

Naive Bayes (NB) 
(MITCHEL, 2000)

-

KNN (MITCHEL, 2000)
3-nearest-
neighbour, 

Euclidean distance

Classification tree (CART) 
(MITCHEL, 2000)

-

Linear discriminant analysis 
(DISC) (JOHNSON and 
WICHERN, 2002)

-

MGGP Table 3

Multiple-layer perceptron (MLP) 
(MITCHEL, 2000)

One hidden layer, 
logistic activation 
function (hidden 
and outlet) and 

10 neurons

Table 2. Classifiers and parameters used.

GPFIS: Genetic Programming Fuzzy Inference System; 
SFGBR: Genetic-fuzzy system for the base of rules; 
Pitt-GFS: Pittsburgh-type Genetic Fuzzy System; KNN: 
k-nearest-neighbors. 

Parameter Value

Size of the population 100

Number of generations 200

Maximum height of the tree 5

Size of the tournament 2

High-level cross-rate 50%

Low-level cross-rate 85%

Mutation rate 10%

Elitism rate 1%

Lexico graphic pressure Yes

Input fuzzy sets Figure 4

Fuzzy operators
Product 

and negation

Table 3. Main configurations of the models based on 
genetic programming.
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that of GPFIS. Table 5 presents the accuracy of each model. 
Also, the GPFIS model obtained the best results, providing 
on an average 6.98% more classi�cation accuracy than NB, 
the second best in this matter. It was also shown that the 
GPFIS model has mean posts (numerical scale of 1 to 8, so 
that the best model per fold has a post equal to 1, the second 
to 2, and so on), inferior to the other models – approximately 
half of the second best model per criterion. 

Generally, the results of GPFIS are superior to those of the 
approach of the expert (DISC) in two items: better results, when 
assessed by the volume of properly classi�ed patterns (accu-
racy), and balance of e¨orts to reach the maximum number of 
patterns of di¨erent classes (precision). It is worth mention-
ing that the NB approach, which requires little computational 
e¨ort, also brought good results and is useful in situations that 
require continuous learning and short-term decisions. 

�e results suggest that the GPFIS model behaves rel-
atively well in situations with low intensity of imbalance 
between classes, when compared to the other classi�ers. 
An explanation for that comes from the analysis of the fuzzy 
rules (Table 6), in conjunction with Figure 5. For this exam-
ple, the background lithology is considered. It is observed 
that the �rst rule, R1, established that if IS is small (P), 

than the seismic pattern belongs to the background type. 
Also, R2 and R3, when assessed together, describe if IP is 
small, and IS is also small, so IP–IS is not medium or large. 
�en, the seismic pattern belongs to the background type of 
rock. To sum up, we observed that R1 and R2 delimit the 
region in which the patterns of the background class are 
located: small values of IP and IS (Figure 5); R3 cooperates 
with R2 in order to focus more on the patterns located in 
this region, relatively close to the mean IP and IS. By this 
construction of the discriminant region, the GPFIS model 
can provide good classi�cation for the classes with fewer 
patterns for training.

Figure 5 illustrates the discriminant region of the GPFIS 
model with the base of rules according to Table 6. It is observed 
that the patterns of background lithology are located in the 
range of low and mean values of IP and IS. When a seismic 
pattern has high IP and IS values, according to the GPFIS 
model, it is classi�ed as carbonate. Finally, consider a seismic 
pattern with IP around 14,000 g/cm3 m/s and IS of 8,200 g/
cm3 m/s. After computing IP–IS and PR, it is possible to assess 
that the level of pertinence of this pattern for each lithology is: 
background=0.00, carbonate=0.02, arenite= 0.60, and mixed = 
0.398. An expert can interpret this result in two ways: 

Fold MLP Pitt-GFS GPFIS MGGP DISC NB CART KNN

I 69.11% 57.22% 69.17% 47.17% 61.00% 69.50% 46.83% 48.33%

II 66.33% 57.15% 68.73% 57.48% 57.26% 57.76% 52.25% 53.92%

III 55.87% 54.09% 55.98% 44.69% 44.07% 60.43% 44.74% 45.74%

IV 60.60% 59.04% 63.44% 53.20% 46.74% 69.95% 45.58% 41.90%

V 51.53% 54.42% 68.78% 54.65% 50.25% 68.61% 56.09% 53.26%

VI 62.99% 55.04% 61.83% 56.82% 61.10% 51.92% 44.91% 46.91%

VII 46.52% 34.17% 65.55% 50.81% 40.57% 35.06% 43.57% 45.58%

VIII 51.78% 52.06% 49.83% 47.56% 46.67% 46.50% 41.17% 47.00%

IX 54.44% 54.22% 58.50% 58.22% 45.67% 51.33% 41.67% 45.67%

X 57.79% 49.81% 55.57% 52.63% 39.43% 46.26% 44.43% 48.25%

Mean 57.70% 52.72% 61.74% 52.32% 49.28% 55.73% 46.12% 47.66%

Post 2.8 4.6 1.7 4.2 6.05 3.9 6.8 5.95

Table 4. Mean accuracy in the test phase of the three executions per cross validation fold.

MLP: Multi-layer perceptron; Pitt-GFS: Pittsburgh-type Genetic Fuzzy System; GPFIS: Genetic Programming Fuzzy 
Inference System; PGMG: multigene genetic programming; DISC: linear discriminant analysis; NB: Naive Bayes; CART: 
Classification tree; KNN: k-nearest-neighbors.
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1. De�ne it as an arenite rock, based on the decision crite-
rion of the most compatible class; 

2. Establish that this pattern has around 60.0% of arenite, 
39.8% of mix and traces of carbonate (maybe by noise 
measurement). �is last interpretation occurs due to the 

Fold MLP Pitt-GFS GPFIS MGGP DISC NB CART KNN

I 60.16% 47.95% 64.10% 44.66% 61.30% 61.38% 41.35% 44.23%

II 60.05% 54.64% 66.66% 49.73% 60.84% 53.63% 47.00% 49.62%

III 56.95% 53.65% 60.05% 38.49% 51.95% 61.47% 46.57% 47.90%

IV 58.20% 58.39% 65.39% 46.33% 54.11% 70.26% 45.97% 44.07%

V 43.67% 56.44% 69.66% 50.23% 55.69% 67.89% 57.84% 56.08%

VI 58.22% 51.65% 61.64% 50.08% 63.16% 51.00% 42.31% 45.85%

VII 43.47% 34.39% 64.47% 42.79% 46.62% 36.11% 40.45% 41.95%

VIII 49.23% 52.99% 52.21% 43.10% 52.50% 46.70% 38.71% 46.11%

IX 48.43% 49.69% 54.49% 50.16% 44.82% 47.49% 38.37% 41.22%

X 50.43% 44.19% 48.87% 46.94% 36.66% 41.73% 39.20% 43.41%

Mean 52.88% 50.40% 60.75% 46.25% 52.77% 53.77% 43.78% 46.04%

Post 3.7 4 1.6 5.5 4 3.9 7 6.3

Table 5. Mean precision in the test phase of the three executions per cross-validation fold.

MLP: Multi-layer perceptron; Pitt-GFS: Pittsburgh-type Genetic Fuzzy System; GPFIS: Genetic Programming Fuzzy 
Inference System; PGMG: multigene genetic programming; DISC: linear discriminant analysis; NB: Naive Bayes; CART: 
Classification tree; KNN: k-nearest-neighbors.

Rule Antecedent Consequent Weight

R1 If IP is not P or M and IP–IS is G and PR is G Arenite 0.40

R2 If PR is not G Arenite 0.19

R3 If IP-IS is MG Arenite 0.41

R4 If IP is M and PR is G and IP–IS is not P nor M Mixed 0.20

R5 If IS is G and IP–IS is M or G or MG Mixed 0.80

R6 If IS is MG and IP–IS is M Carbonate 0.50

R7 If IP is G and PR is M Carbonate 0.23

R8 If IS is G and PR is M Carbonate 0.52

R9 If IP–IS is not M and PR is not G Carbonate 0.18

R10 If IS is P Background 0.25 

R11 If IP is P and IP–IS is not M Background 0.49 

R12 If IP is not MG and IS is P and IP–IS is not MG Background 0.26 

Table 6. Base of Fuzzy rules of the best individual in the Genetic Programming Fuzzy Inference System (GPFIS) model.

IP: compressional acoustic impedance; P: small; M: medium; IP-IS: compressional acoustic impedance–shear acoustic 
impedance; G: large; PR: Poisson’s ratio; MG: very large; IS: shear acoustic impedance.

lack of homogeneity in the seismic pattern (for instance, 
large samples, or with areas of di¨erent topologies). Both 
types of interpretation can be useful to experts and are 
viable based on a fuzzy system for classi�cation, such as 
the GPFIS.
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4. CONCLUSIONS

This study reported the investigation about lithologi-
cal discrimination based on seismic patterns. Several sta-
tistical classifiers were used (Naïve Bayes, discriminant 
analysis etc.), and intelligent computing (neural net-
work, fuzzy-genetic classifier etc.). The GPFIS model 
provided the best results, in average, in comparison to 
the other models. 

Figure 5. Classes predicted by the Genetic Programming Fuzzy Inference System (GPFIS) model.

IS: shear acoustic impedance; IP: compressional acoustic impedance.
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Because of the presence of imbalance of classes, there was 
an explanation as to why GPFIS had good results, through the 
analysis of the fuzzy rules. Finally, two di¨erent interpreta-
tions of the fuzzy rules were exposed.

Further studies should explore pre-processing techniques, 
for example, oversampling methods, to reduce the unbalanc-
ing e¨ect of class patterns. Other approaches, such as the use 
of classifying committees, may help to develop the task of 
classi�cation, or, still, assess the methodology for the other 
exploratory �elds. 
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Abstract: �is paper presents a comparison between the 
theoretical estimation and the measures of the main �gures 
of merit of quantum well infrared photodetectors (QWIP). 
Mathematical models of the main �gures of merit such as 
absorption coe�cient, dark current, and responsivity, available 
in the specialized literature, are analyzed, compared, and 
implemented in MatLab®. �e results of numerical simulations 
are compared with experimental data published in other studies 
and show that the models which are properly adapted have great 
potential for use in projects of real devices.
Keywords: Photodetectors. Quantum Wells. Characterization. 
Military Applications.

Resumo: Este artigo traz uma discussão da comparação entre 
estimação teórica e medidas das principais �guras de mérito de 
 fotodetectores infravermelhos a poços quânticos (QWIP). Modelos 
matemáticos do coe�ciente de absorção, da corrente de escuro e da 
responsividade, disponíveis na literatura especializada, são analisa-
dos, comparados e implementados utilizando a ferramenta computa-
cional MatLab®. Os resultados das simulações são comparados com 
dados experimentais publicados em outros estudos e indicam que os 
modelos, convenientemente adaptados, apresentam grande potencia-
lidade para serem utilizados em projetos de dispositivos reais. 
Palavras-chaves: Fotodetectores. Poços Quânticos. Caracterização. 
Aplicações Militares.

1. INTRODUCTION

Photodetection is now a technological reality that has 
increased the possibilities in several fields of knowledge. 
One of them is Defense, since the characterization of 

objects or scenes by photodetectors with high sensi-
tivity and selectivity in a wide infrared spectral range 
enables systems – such as missile guidance ones – to 
obtain more accuracy in the selection and hitting of 
a target.
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Infrared radiation comes from the molecular agitation 
caused by the high temperatures of bodies and objects. 
More precisely, all bodies above the absolute zero emit radi-
ation. Figure 1 (NASA, 2007) shows the location of infrared 
radiation inside the electromagnetic spectrum.

�e infrared region of the electromagnetic spectrum, 
depending on the reference used, can be subdivided into 
four bands: near infrared (NIR), between 0.7 and 3.0 μm; 
mid-wavelength infrared (MIR), between 3.0 and 6.0 μm; 
long-wavelength infrared (LWIR), between 6.0 and 15.0 μm; 

and very long-wavelength infrared (VLWIR), whose wave-
length was higher than 15.0 μm (ALVES, 2005). �ese sub-
divisions can be visualized in Table 1.

�e atmosphere, where radiation is propagated, is com-
posed of gas and suspended particles distributed through 
di¨erent temperatures and pressure, de�ned by altitude and 
geographic position. �e gas and the particles can be placed 
in six di¨erent layers distributed according to the altitude 
variation. �e lowest one – usually the scenario used in mil-
itary applications – is the troposphere, which extends from 

10 Milion K

Does it
penetrate the
atmosphere?

YES YESNO NO

Wavelength
(meters) Radio Microwave Infrared Visible Light Ultraviolet X-Rays Gama Rays

The size of... Buildings Humans Bees Thickness
of a needle

Protozoans Molecules Atoms Atomic nucleus

Frequency (Hz)

104

103 10-2 10-5 .5 X 10-6 10-8 10-10 10-12

108 1012 1015 1016 1018 1020

Temperature of
bodies that emit

in this wavelength
(Kelvin) 1 K 100 K 10,000 K

Figure 1. The electromagnetic spectrum and the location of infrared radiation (NASA, 2007).

Table 1. Subdivisions of infrared radiation band (ALVES, 2005).

Name Abbreviation Limits (μm)

Near infrared NIR 0.75 to 3

Mid-wavelength infrared MIR 3 to 6

Long-wavelength infrared LWIR 6 to 15

Very long-wavelength infrared VLWIR 15 a 1000
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sea level to approximately 11 km (SANTOS, 2004), depend-
ing on the season and the latitude. In this layer, tempera-
ture falls whereas altitude rises, in a 6.5 K/km ratio; how-
ever, this ratio may change, and that can cause scattering 
e¨ects (SANTOS, 2004). Infrared radiation attenuation 
mostly occurs in this layer, and its main components are 
water, carbon dioxide, clouds, and smoke. �e other layers 
are stratosphere, mesosphere, ionosphere, thermosphere, 
and exosphere. When infrared is transmitted through the 
atmosphere, the gases make a selective absorption, and scat-
tering is provoked by the suspended particles. Sometimes, 
there is some modulation caused by quick changes in tem-
perature and/or pressure. 

Water steam is a major attenuation factor for optical 
radiation, and it is prevalent in altitudes lower than 10 km. 
Attenuation above this level is despicable. Carbon dioxide 
is present until 5 km, approximately, and it only attenuates 
infrared radiation. Considering the attenuation e¨ects of 

the atmosphere, infrared detectors are designed to respond 
to frequency bands in which infrared radiation transmit-
tance is maximum. Figure 2 shows that atmospheric trans-
mittance limits the possibility of detection in three well-de-
�ned regions: 0.7–2.5 μm, 3.0–5.0 μm, and 8.0–15.0 μm, 
therefore corresponding to bands NIR, MIR, and LWIR, 
respectively (BOSCHETTI, 2015).

In this context, quantum well infrared photodetectors 
(QWIP) have become a good choice for modern photode-
tection systems. In the case of military applications, there 
is a demand for detectors with special features to be used in 
the battle�eld, in missions that might involve target recog-
nition, environment imaging, or �elds of interest – besides 
missile guidance. QWIP cameras are very attractive for this 
application because of its high selectivity and multispectral 
detection characteristics, enabling the detection and iden-
ti�cation through high-resolution images (GUNAPALA 
et al., 2007; GUNAPALA, 2007; DYER; TIDROW, 1998).
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Figure 2. Atmospheric transmission spectrum, in the near, mid- and long-wavelength infrared bands. The spectrum 
corresponds to a layer of 1830 m of air at sea level, with 40% of relative humidity at 25ºC. The bottom of the figure 
shows the lines of absorption of some components in the atmosphere, responsible for the transmission curve 
(BOSCHETTI, 2015).
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Since they generate wide infrared spectral range images – 
6–20 μm – (GUNAPALA, 2007), with high discriminatory 
power – 640 × 512 lines – (GUNAPALA, 2007) in more 
than one band simultaneously and at a signi�cantly low cost 
(GUNAPALA, 2007) – these systems are a good option 
for use in infrared-guided weapons (DYER; TIDROW 
1998). With the signi�cant and increasing lethal power of 
these war systems, such technology becomes a factor that 
generates asymmetry for the Armed Forces employing it. 
Figure 3 presents some products in the market that already 
use this technology. 

�e knowledge about the characteristics of construction 
of the QWIP and its performance evaluation factors techni-
cally subsidizes future acquisitions of devices, and increases 
the chances of carrying out the project, its development and 
manufacture in Brazil. Besides, the study of �gures of merit 
and the development of mathematical tools that simulate 
it speed up the process of development, with reduced costs. 
�is fact contributes with the technological independence 
in defense systems. 

�e results presented in this paper are part of a line of 
analysis research and development of quantum well photo-
detectors with capacity of simultaneous detection in three 
infrared bands: NIR, MWIR, and LWIR. �is study has 
been performed with “Laboratório de Guerra Eletrônica” 

(LabGE), “Instituto de Tecnologia de Aeronáutica” (ITA), the 
Sensor Research Laboratory (SRL), at the Naval Postgraduate 
School (NPS), in USA, and the National Research Council 
(NRC), in Canada. �e results, published by Alves (2005), 
Hanson (2006), Alves et al. (2006), Issmael Jr. et al. (2007), 
Issmael Jr. (2007), and Alves et al. (2008), show the great 
potential of these devices for military applications. �e pro-
duction of quantum well photodetectors requires:
•	 Modeling the structures of semiconductor materials; 
•	 Simulating and adjusting the �gures of merit within the 

project requirements; 
•	 Increasing the crystalline structure, characterizing it and 

repeating the process, after adjusting it to the models and 
the techniques of simulation; 

•	 Fabricating detectors/cameras; and
•	 Analyzing the performance.

�is cycle can be repeated several times, until the tech-
niques of the project and the models are re�ned enough to 
be repetitive, according to some characteristics. In this con-
text, being limited to quantum wells sensitive to LWIR, this 
paper shows the analysis of some models available in the lit-
erature for the main �gures of merit, absorption coe�cient, 
dark current, and responsivity. It shows the results obtained 
by the simulations performed with MatLab® – version 

A B

Figure 3. (A) Infrared image generated by a camera with quantum well infrared photodetectors (INOVAÇÃO 
TECNOLÓGICA, 2006); and (B) matrix of quantum well infrared photodetectors used for ballistic missile defense 
sensors (MISSILE DEFENSE AGENCE, 2007).
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R2006b – from these models, and compares the results aim-
ing at improving the models and their use. �e importance of 
using MatLab® – besides its excellent performance, approved 
in studies of Engineering simulation – is owed to the fact that 
previous studies in this project were also conducted with it, 
so, there is no justi�cation for the adaptation of other tools. 
�is simpli�ed the evolution of simulation routines in pre-
vious studies to obtain the results presented in this article.

2. METHODOLOGY

The denomination quantum well comes from poten-
tial well, which can be obtained when a semiconductor 
material is “grown” between two other semiconductors 

– “sandwiched” –, with a larger energy gap, thus causing 
the formation of quantum energy levels, confining car-
riers in two dimensions. In this sense, infrared radiation 
can be absorbed, leading to excited carriers, so they go 
from a ground state to a higher state. When transition 
occurs between quantum levels inside the same band, it 
is called intersubband, and when it takes place between 
quantum levels, between the valence and conduction 
bands, is called interband. Figure 4 shows a diagram of 
bands in a quantum well-like structure. As observed in 
this figure, in intersubband transitions the energy tran-
sition is lower, enabling detection in the LWIR band – 
focus of this paper. 

By selecting the material and controlling its composi-
tion and dimensions, the absorption spectrum, as well as 

Lw (Well width)
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Figure 4. Band diagram, transitions between energy levels and the main building variables of a symmetric quantum 
well (ISSMAEL JUNIOR, 2007).
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the other �gures of merit, can be estimated. �erefore, we 
selected models available in the literature that could ade-
quately describe the quantum phenomena of structures such 
as the one demonstrated in Figure 4, allowing the calculation 
of quantum energy levels, as well as the other parameters 
required to characterize the detectors. Structures reported 
in the literature were simulated in order to allow the vali-
dation of the models that were used to predict the features 
measured in a laboratory. 

Table 2 presents the data from the samples used in sim-
ulations, all with wells composed of GaAs. 

Figure 5 shows the multilayer photodetector and its polar-
ization, which was built (ALVES, 2005) and is the base of 
the analysis of sample A.

Figure 6 (ALVES, 2005) presents the diagram of energy 
bands in sample A.

Figure 7 (ALVES, 2005) shows the image of the photo-
detector in sample A.

Table 2. Samples used in the simulations.

Sample Reference
Barrier width 

(Lb)
(ångström)

Well width 
(Lp)

(ångström)

Barrier 
composition

Number of 
repetitions

Well 
doping
(cm-3)

A (ALVES, 2005) Page. 62 300 52 Al0.26Ga0.74As 20 0.5.1018

B

(LEVINE, 1993)
Page. R22 and R29

and
(GUNAPALA e BANDARA, 1999)

Pages. 23 and 34

500 40 Al0.26Ga0.74As 50 1.1018

C
(LEVINE, 1993)

Pages. R22 and R29
500 50 Al0.26Ga0.74As 25 0.42.1018

D
(LEVINE, 1993)

Page R18
305 40 Al0.29Ga0.71As 50 1.4.1018

Irradiation

Irradiation

Substract Substract

Figure 5. (A) Tridimensional Diagram of the multilayer detection device and (B) vertical cut of the device, 
emphasizing the independent building configuration of each layer associated with a infrared spectrum detection 
band (ALVES, 2005).

A B
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Figure 8 has the diagram of bands in the samples listed 
in Table 2.

First, we calculate the potential pro�le of the struc-
tures, considering that the dimensions in the growth axis 
z are several orders of magnitude lower than in plan x–y, 
restricting the unidimensional con�nement of the carri-
ers – electrons in the conduction band and holes in the 
valence band. �e potential is basically determined by the 
band o¨set in the interface, by the external electric �eld 
applied on the structure and by the distribution of charges. 
�e �rst is obtained from parameters reported in the lit-
erature and empirical adjustments obtained in the labo-
ratory. �e second is known and controlled by the device 
user. �e third requires knowledge of the con�ned energy 
levels, as well as their respective wave functions; in this 
case, the Schrodinger–Poisson equations must be solved 
in a self-consistent manner (ALVES, 2005). In order to 
solve di¨erential equations and obtain eigenvalues and 

eigenfunctions, Alves (2005) used the Shooting method 
(HARRISON, 2005) due to its versatility to calculate 
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complex structures. Next, equations that shape �gures of 
merit are solved and detailed in the next section. 

Experimental data to be compared with the simulations of 
A were obtained from measurements described in the study 
by Alves (2005), whereas the other samples were extracted 
directly from the graphs available in previously mentioned 
references – using the graph tool GraphData 1.0® – and the 
analyses – using the software Origin®.

3. RESULTS

3.1. ABSORPTION SPECTRUM 
�e absorption spectrum represents the main character-

istic of the crystalline structure sample, allowing its eval-
uation before the detector itself is manufactured. It indi-
cates the band of operation of the detector and the type of 
quantum transition resulting from the interaction between 
photon and electron. �e theoretical estimation of this spec-
trum can be obtained by Equations 1 and 2 (ALVES, 2005):
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In which aCbCb is the absorption coe�cient, considering tran-
sitions between the con�ned levels in the conduction band 
(bound-to-bound); d is the doping density; Ei and Ef represent 
the initial and �nal energy levels, respectively; q is the electron 
charge; c is the speed of light in the vacuum; eo is the vacuum 
electric permittivity; G is the broadening parameter; w 
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 is the 
incident photon energy; me* is the e¨ective electron mass; and 
f is the angle between the incident «ow and the growth axis.( )
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In which aCbCc is the absorption coe�cient, considering tran-
sitions between one con�ned level and continuum levels in 
the conduction band; LF is the ratio between p and the wave 
vector kLF; and Vo is the barrier energy. 

�e characteristics of the sample are listed in Table 2. 
�e parameters required to solve (1) and (2) are extracted 
from Vurgaftman and Meyer (2001). �erefore, the absorp-
tion spectrums of samples A and B were estimated for the 
temperature of 300 K. Amplitude absolute values presented 
di¨erences in magnitude orders. �is fact is owed to the 
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large number of uncertainties in the parameters of semi-
conductor materials composing the structure of the sam-
ples (VURGAFTMAN; MEYER, 2001). So, at the time of 
simulations, the priority was to determine the wavelength 
at the peak, without considering the broadening coe�cient 
because of the aforementioned inaccuracy. When the absorp-
tion coe�cient is normalized (Figure 9), good estimation is 
obtained, with errors lower than 6.03% for the wavelength 
at the peak. �is shows that the calculation of con�ned lev-
els using the shooting method is very reasonable. 

3.2. DARK CURRENT
�e dark current is the �gure of merit that represents how 

much current is generated in the photodetector without the 
in«uence of incident radiation (that is, in the dark). �ree mech-
anisms of dark current generation can be identi�ed in quantum 
well devices: sequential resonant tunneling, temperature-assisted 
tunneling and thermionic e¨ect. �e calculation of the dark cur-
rent is a complex procedure that depends on several magnitudes. 
�e �rst magnitude to be calculated is the e¨ective weighted 
mass of the electron in the detector, from the proportion of bar-
riers and wells in the detector. �e procedure is carried out by 
determining the e¨ective masses of the electron in the barrier 
(FU; WILLANDER, 1998) – formed by the ternary compo-
sition AlGaAs from the binary compositions GaAs and AlAs – 
and in the well – formed only by the binary composition GaAs. 
�e second magnitude is the weighted carrier mobility, which 

is also obtained from the mobility in the barrier and in the well. 
�e third magnitude is the velocity weighted saturation in the 
detector. �ese parameters were obtained considering the models 
from the Institute of Microelectronic’s Site (2014). More details 
in Issmael Junior (2007).

One of the ways of presenting the dark current in QWIP 
is given by Equation 3 (LEVINE, 1993):
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In which the term outside the integral is the density of states 
divided by the period of the multiple quantum wells (L), and 
the term f FD(E) represents the Fermi-Dirac distribution, 
given by Equation 4 (ALVES, 2005):
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In which EF represents the level of bidimensional Fermi, kB is 
the Boltzmann constant, and T is temperature. �e tunneling 
coe�cient – T(E,F) – depends on the polarization voltage and, 
for a simple barrier, it can be represented by the Equations 5, 6 
and 7 ( ANDREWS; MILLER, 1991):
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for Vo–qV<E<Vo; e
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for E>Vo. 
V represents the voltage applied per period of well structure. 
In the case of electrons, the drift velocity (vdrift) in function 
of the F �eld is given by Equation 8 (ALVES, 2005):

 (8)

( )
( ) ( ) ( ) ( )

( ) ( )

( )
( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( )

( )

∞

−

∂α ω = ∅
∂ε ω − − ω +

∂α ω = ∅
π ∂ε ω −

=
π

=

+

= −

⌡⌠



















22 3
2

2 2

2
*

2*2 3
, 2

2*

*

2

1/2
*

/ 2

2

. . .
. ,

1 
1

4 2, exp
3

i

f

b

CbCb
o re

e bF
CbCc

o r f oe

drift w FD
D

E

FD
E E

k T

b
o

q d
z z Xcos

zn cm E E

mq d L X z z Xcos
zn c E Vm

e v A m
I F f E T E F dE

L

f E
e

L mT E F V
qV

Γψ Ψ
Γ

Ψ Ψ

( ) ( )

( ) ( )

( )

( )
( )

( ) ( )

( ) ( )

τ

=

τ

=

⎞
⎟
⎠

⎞
⎟
⎠
⎫
⎭

⎫
⎭

⎫
⎭

⎫
⎭

⎞
⎟
⎠

⎞
⎟
⎠

⎞
⎟
⎠

⎞
⎟
⎠

⎞
⎟
⎠

⎞
⎟
⎠

− − − −

= − −

=

μ=
μ+

=

≈ α
ω

≈ α
ω

∑

∑









3/2 3/2

1
* 2 3/2

1

1

4 2,  exp
3

, 1

1

 

2

2
 

drift

drift

o

b
o

drift 2

p

o

nLN
v Fo

p w
n

nLN
v F

P w
n

E V E qv

L mT E F V E
qV

T E F

Fv
F

vsat

I F
R F

q
I F L e

q
R F L e

ϕ

ϕ

⎞
⎟
⎠

⎞
⎟
⎠

Using the mobility values (m) equal to 0.1 m2/Vs and 
the saturation velocity (vsat) equals to constant 5.104 m/s, 
the dark current was estimated for sample D (Table 1). �e 
theoretical values presented a systematic error of 9% for all 

temperatures. With this correction, we reach the result in 
Figure 10. Temperatures lower than 50 K are poorly rep-
resented by this model and were not included in the �gure. 

�e models give a good representation of the phenom-
ena, being a little bit further for values of polarization volt-
age lower than 1.0 V.

�en, the results in sample A (Table 1) were compared 
for temperatures 100, 90, 80, 77, 70, 60, 50, and 40 K. �e 
correction factor was not applied for this structure, and the 
absolute values are presented in Figure 11.

�e theory represents well the behavior of the real device 
for temperatures above 60 K and polarization voltage greater 
than 1.0 V, for the simpli�ed criteria we considered. �e dis-
crepancies observed can be caused by several reasons, such 
as the fact that the con�guration of the detector is part of a 
multilayer device, in which the NIR and MWIR layers can 
interfere in the measurements, and the increasing chances 
of tunneling induced by the external electrical �eld. Further 
studies should be conducted to obtain a single and generic 
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velocity saturation (ISSMAEL JUNIOR, 2007).
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model. Since we did not have the detector of sample A at 
the time of simulations, it was not possible to take mea-
surements with negative and positive polarization, which 
would allow a more accurate comparison and analysis with 
the result obtained. 

3.3. RESPONSIVITY 
Responsivity quanti�es the photocurrent ratio gener-

ated by the photon radiation power incident in the detec-
tor. Mathematically is given by Equation 9 (ALVES, 2005):
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In which, IP(F) is the photocurrent and Fo is the incident 
optical power.
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Figure 11. Comparison between the curves IxV in the dark for sample A in Table 2, for temperatures of 40–100 K 
(ISSMAEL JUNIOR, 2007).

The photocurrent can be expressed by Equation 10 
(ALVES, 2005):
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In which α is the absorption coe�cient, Φo is the inci-
dent optical power, 
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ω is the photon energy, q is the electron 
charge, L is the repetition period well/barrier, LW is the width 
of the well, υ(F) is the drift velocity of electrons in«uenced by 
the electrical �eld F, e τ lifespan of the carrier extracted from 
the well. By combining these two expressions, we obtain the 
following Equation 11:
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Simulations were carried out for the normalized responsivity 
of the photodetector by Alves (2005) – sample A in Table 1 – for 
voltages of 0.5, 1.0, and 1.5 V, temperature of 10 K. �ese curves 
were compared to the measurements taken by Hanson (2006). 
�e error between the simulated and the measured wavelength 
at the peak was 2.53%, for the polarization voltage of 0.5 V – 
Figure 12; 1.68% for the polarization voltage of 1.0 V – Figure 
13; and 1.17% for the polarization voltage of 1.5 V – Figure 14.

�ere is consistency between theoretical values and the mea-
surements, with errors lower than 3%, decreasing while the polar-
ization voltage increases. However, it is necessary to improve the 
model of the absorption coe�cient, so that the simulations of 
responsivity get closer to reality, without using normalization. 

4. DISCUSSION AND  
FINAL OBSERVATIONS

With the objective of investigating the capacity of 
models in the literature to represent the main �gures of 

merit of QWIP, many comparisons were made. �e dif-
�culty to shape the phenomena at temperatures below 
50 K was observed, besides the fact that, due to the high 
number of factors in«uencing the �gures of merit – such 
as precision in growth, precision in bandoffset values, 
e¨ective mass, bandgap, dopant ionization, among others 
– the absolute values of the amplitude have little signi�-
cance in theoretical calculations. On the other hand, the 
methodology used to calculate the con�ned energy levels 
and their respective wave functions proved to be e�cient 
(ALVES, 2005). Attempts to adept the models have been 
made and require other cycles of manufacture in order 
to test its e¨ectiveness. �ese results will be published in 
other studies.

Finally, the considerations made during the develop-
ment of this paper cooperate with the e¨ort of the Air Force 
to improve its technical knowledge in the �eld of infrared 
photodetection, aiming at leading our country toward inde-
pendence and autochthonous development of this strategic 
�eld of knowledge. 
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Abstract: �is paper explores the e�cient detection of ultra 
wideband multiuser communication system’s signal based on 
the IEEE std 802.15.4a. At �rst, the optimum receiver struc-
ture is considered, and then, after a few modi�cations, a mod-
i�ed receiver is presented. �e optimality conditions of this 
new receiver are established. �e modi�ed receiver uses a �lter 
matched to the e¨ective code of the user of interest as the detec-
tion �lter. Two distinct methods of e¨ective code estimation are 
proposed: an assisted and a blind method. Adoption of the blind 
method is encouraged, because of its low computational com-
plexity when compared to the most usual joint blind detection 
and interference suppression schemes, which require inversion of 
high dimension matrix. Simulation results show the performance 
of the modi�ed receiver equipped with the proposed estimation 
methods for this communication system. Considering the speci-
�cities of the IEEE std 802.15.4a, the proposed receiver presents 
good performance results also in multiuser environment with 
multiple access interference. 
Keywords: IEEE 802.15.4a. Blind estimation. Assisted estimation.

Resumo: Este artigo trata da detecção e�ciente de sinais em sistemas 
de comunicação multiusuário de banda ultralarga baseados no padrão 
IEEE 802.15.4a. Considera-se inicialmente a estrutura do receptor 
ótimo para sistema monousuário e, a partir de alterações nesse recep-
tor, apresenta-se um receptor modi�cado, cujas condições de otima-
lidade são examinadas. Esse receptor utiliza como �ltro de detecção 
um �ltro casado ao código efetivo do usuário de interesse. Dois méto-
dos distintos para estimar o código efetivo são propostos: um assis-
tido e outro às cegas. Desses dois métodos, destaca-se o método às 
cegas, pois tem baixa complexidade computacional, se comparado à 
maioria dos métodos de detecção às cegas com supressão de interfe-
rência, que requerem a inversão de matrizes com dimensão elevada. 
Resultados de simulação computacional ilustram o desempenho do 
receptor modi�cado equipado com os métodos de estimação propos-
tos para esse sistema de comunicação. Considerando-se as especi�ci-
dades do padrão IEEE 802.15.4a, conclui-se que o receptor proposto 
também apresenta bom desempenho em cenários multiusuário com 
interferência de múltiplo acesso.
Palavras-chave: IEEE 802.15.4a. Estimação cega. Estimação assistida.
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1. INTRODUCTION

Ultra wideband (UWB) communications is a technology 
used to transmit data using low power pulses (≈0,5 mW) in 
a bandwidth greater than 500 MHz (KSHETRIMAYUM, 
2009). �e UWB systems have been quite e¨ective allow-
ing transmission of pulses at rates up to 1.3 gigapulses per 
second, supporting data transmission with error-correcting 
codes of up to 675 Mbit/s.

Owing to the very large bandwidth, UWB systems can 
achieve high data rates even in noisy environments and 
operate at maximum noise level allowed for other commu-
nications systems, which facilitates secure communication. 
Since  UWB transmitters send out short pulses periodi-
cally, the use of hardware, costs, and power consumption 
can be minimized, ensuring longer UWB devices lifetime 
(SCHOLTZ, 1993; 1998; 2000). �ose many advantages 
motivate the development of new applications in addition 
to the usual applications in communication, such as home 
networks, wireless military communications (even in hostile 
electromagnetic environments), automotive radar, through-
the-wall radar imaging, and accurate position of people or 
objects, even inside buildings.

�is article considers the standard for WPANs (Wireless 
Personal Area Networks) IEEE std 802.15.4a (I. T. GROUP, 
2007) for UWB physical layer. �is standard has a hybrid 
scheme that combines BPSK modulation (Binary Phase-
Shift Keying) and BPM (Binary Position Modulation), 
and also uses direct sequence spread spectrum (DSSS) and 
time hopping. Taking as a starting point the optimum receiver 
for UWB single-user system, a modi�ed receiver, using a �l-
ter matched to the e¨ective code of the user was proposed 
(OLIVEIRA, 2010; OLIVEIRA, SAMPAIO-NETO & 
MEDINA, 2011). In this article we add the multiuser  signal 
model and an analysis on the applicability of the proposed 
receiver in environments with interference between users. 
�is paper shows that the composition of e¨ective codes of 
the users with minimal time displacement, guaranteed by 
the standard applied, results in quasi-orthogonal e¨ective 
codes. �is fact makes the proposed receiver suitable for use 
in multiuser systems.

�e details of the transmission model, such as modula-
tion and coding, are identi�ed and explained in Section 2.1. 
Section 2.2 considers the optimal reception of the UWB 

system with only one active user. On the basis of the modi-
�cations in the  optimum receiver, Section 3 shows a modi-
�ed receiver (OLIVEIRA, 2010; OLIVEIRA, SAMPAIO-
NETO & MEDINA, 2011), whose optimality conditions 
are examined in Section 3.1. �e receiver uses a detection 
�lter matched to the e¨ective code of the users, whose 
de�nition is shown throughout the section, and therefore 
requires the estimation of the e¨ective code. Section 3.2 
details two ways to estimate the e¨ective code: an assisted 
and a blind method. Section 4 describes the transmission 
and reception model for UWB multiple access systems. 
In this section, arguments are provided to justify the use 
of the matched �lter and estimation methods proposed 
for the e¨ective code also in an environment in which, in 
addition to noise, multiple access interference (MAI) is 
present. �is is particularly important in the case of blind 
detection. Indeed,  the proposed method becomes very 
advantageous, because it does not require the inversion of 
matrices as occurs in most blind detection methods with 
suppression of interference (TSATSANIS & XU 1998; 
XU & TSATSANIS, 2001; XU & LIU, 2002; Xu et al. 
2003; MEDINA, VINHOZA & SAMPAIO-NETO, 
2008; MEDINA & SAMPAIO-NETO, 2010; LAMARE 
& SAMPAIO-NETO, 2005). Simulation results are pre-
sented in Section 5, whereas Section 6  gathers comments 
and conclusions.

2. SYSTEM MODEL

2.1. TRANSMITTED SIGNAL
�e UWB modulation scheme employed by the IEEE 

std 802.15.4a is the combination of two di¨erent modulation 
techniques into a hybrid technique: BPM-BPSK, in which 
each symbol carries two bits of information. As shown in 
Figure 1, a symbol is transmitted in a duration Tsymb, which is 
divided into two time intervals, TBPM = Tsymb /2. Similarly to 
the pulse position modulation (PPM), the �rst bit of infor-
mation is responsible for determining whether the transmis-
sion will be executed in the �rst or second half of the symbol 
transmission frame. �e second bit of information is respon-
sible for determining the polarity of the transmitted pulses.

Each TBPM interval is divided into two segments of equal 
duration. �e �rst segment is composed of Nb slots of duration 
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Tb =



2

T N TBPM
b b . Similarly to the time hopping tech-

nique, each user is randomly assigned one of these slots, in 
which a burst of ultranarrow pulses Nc, chips, with duration 
Tc is transmitted, where Tb = NcTc. �e second segment with 

duration TG =  =



2

T N TBPM
b b is a guard interval characterized by the 

absence of transmission, which serves to limit the intersym-
bol interference introduced by the transmission channel.

Assuming, without loss of generality, the transmission of 
the �rst symbol of a given user, 0 ≤ t ≤ Tsymbthe transmitted 
signal x(t) can be expressed as: 

∑= − − − −=
−1 2 1 0
1

0x t b s c t b T hT nT( ) [ ] ( )n
N

n BPM b c
c  (1)

where: 
b0, b1 ∈ {0,1} are the transmitted bits, 

sn ∈ −
¯
°
²
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¿
À
²

Á²

1 1
N N

,
C C

 is the spreading code,

the values of h ∈ {0,1, ..., Nb – 1} are determined by the time 
hopping code and
c(t) is the chip pulse shaping �lter.

Owing to the speci�c frame format for this standard, 
the signal transmitted in (1) can be rewritten as follows: 

x(t) = d0 f0(t) + d1 f1(t), (2)

where:
d0 = (1 – 2b1)(1 – b0),
d1 = (1 – 2b1)b0 and
f0(t) e f1(t) are given by 

f0(t) = ∑ − −
=

−

0

1

s c t hT nT( )n b c
n

Nc

f1(t) = ∑ − − −=
−
0

1s c t hT nT T( )n
N

n b c BPM
c . (3)

Note that since the supports of f0(t) and f1(t) are disjoint, 
owing to the temporal displacement of TBPM between f0(t) 
and f1(t), these two functions form an orthogonal basis in 
the interval Tsymb . �us, the modulation scheme employed 
by the IEEE std 802.15.4a may be viewed as a quaternary 
biorthogonal modulation, in which the basis functions move 
at each symbol interval. �e constellation of associated sig-
nals is shown in Figure 2. 

2.2. OPTIMUM RECEIVER
Initially considering the case of a single user, the signal 

received at baseband can be expressed as follows: 

r(t) = h(t) ∗ x(t) + n(t) = d0g0(t) + d1g1(t) + n(t) (4)

where:
h(t) is the complex impulse response of the equivalent base-
band transmission channel (MOLISCH, 2007; 2009),
n(t) is an additive complex circular white Gaussian noise and 
g0(t) and g1(t) are given by 

Figure1. UWB symbol structure.
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g0(t) = h(t) ∗ f0(t)
g1(t) = h(t) ∗ f1(t). (5)

�e length of the guard interval, TG, is such that supports of 
g0(t) and g1(t) are disjoint, and therefore g0(t) and g1(t) compose 
an orthogonal basis in the symbol interval. In this situation, 
taking (4) into account, the maximum likelihood (ML) receiver 
is composed of two �lters matched to functions, which are gen-
erally complex, g0(t) and g1(t) whose outputs are sampled at the 
symbol rate and forwarded to a minimum distance detector, 
operating in the constellation of symbols shown in Figure 2.

�e optimum receiver described earlier may be imple-
mented as shown in Figure 3 (OLIVEIRA, 2010), where c*0(−t) 
is the impulse response of a �lter matched to the chip pulse 
at the output of the channel, with c0(t) = c(t) ∗ h(t) and 

[ [s −0 1s s, , ..., Nc
= 1  being the vectors containing the 

spreading code. Also in Figure 3,  denotes scalar product, 
and zj = sHyj, j = 0,1, ℜ{x} extracts the real part of the com-
plex x, and (⋅)H is the Hermitian operator. 

3. PROPOSED RECEIVER 

�e optimum receiver shown in Figure 3 requires the 
explicit knowledge of the channel impulse response, h(t) to 
analogically implement the matched �lter c *0(−t)which makes 
it complex to be executed.

This section describes (OLIVEIRA, 2010; Oliveira, 
Sampaio-Neto & MEDINA, 2011) a receiver structure that 
uses a �lter matched to the chip pulse in the transmission, as 
illustrated in Figure 4. �e �lter output in each receiver branch 
is sampled at the chip rate. �e samples of each branch are 

stacked to form the vectors r0and r1 of size M = Nc + 
T
T

G

C
[ [, 

where [x] represents the smallest integer greater than or equal 
to x. �ese vectors have the following form: 

ri = disef + ni
0, i + 0,1 (6)

where: 
∑= − = −=

− 0 10
1s m s h m n m M[ ] [ ] , ...,ef n

N
n eq

C  (7)

is named the e¨ective code, and is the result of the discrete 
convolution between the user spreading code, s, and the impulse 
response of the equivalent discrete low-pass of the system: 

heq[m] = heq(mTc), m = 0,1, ..., 
¬

®
­

¼

¾
½

T
T

G

C

, (8)

where:

heq(t) = c(t) ∗ h(t) ∗ c*(−t). (9)

Also in (6), ni
0, i = 0,1 is the vector containing the M 

input noise samples �ltered by the �lter matched to the chip 
pulse. As shown in Figure 4,  implementation of this receiver 
requires knowledge of sef  However, this e¨ective code can 
be directly estimated without the explicit knowledge of the 
channel, as will be shown in the following sections.

3.1. OPTIMALITY CONDITIONS 
OF THE PROPOSED RECEIVER

The aim of this section is to compare the inputs to 
the minimum distance detector of the receiver shown in 
Figure 3, which is  optimal, to the inputs of the modi�ed 
receiver shown in Figure 4. Comparing the two expressions, 
we seek conditions for ẑi = zi , i.e. the conditions under 
which the modi�ed receiver is also optimal according to 
the ML criterion.
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Figure 3. Implementation of the optimum receiver.
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�e output of the matched �lter of the receiver depicted 
in Figure 3 is given by 

yi(t) = r(t) ∗ c *0(−t) = r(t) ∗ c *(−t) ∗ h*(−t)
= p(t) ∗ h*(−t), (10)

where p(t) is given by: 

p(t) = r(t) ∗ c *(−t). (11)

It is then possible to observe that zi, i ∈ {0,1} may be 
expressed as: 

zi = ∑ ∫ τ τ τ−=
−

−∞
∞

= + +0
1s p h t d( ) * ( )n

N
n t nT kT iT

C

C b BPM
. (12)

Approximating the integral in (12) using a Riemann 
sum with points spaced by Tc, replacing the sampling 
instant t = nTC + kTb + iTBPM in (12), where n, k, i ∈ Z, 
and also taking into account that both Tb and TBPM are 
multiples of TC, after some manipulations, the following 
is obtained: 

∑ ∑ ( )≅ +=
−

=
−

0
1

0
1z T s p m N T[ ]i c n

N
n m

M
i c

c  h*([m − n]Tc), (13)

where Ni, i ∈ {0,1} is given by 

=
+N kT iT
Ti

b BPM

c

. (14)

Taking (7) into account, for the receiver in Figure 4, ẑi  
i ∈ {0,1} is 
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Comparing ziin (13) and ẑi in (15), we can conclude 
that for both receptors to be equivalent, that is, for zi = αẑi  
where α is a positive constant, the following conditions 
must be met:
1. �e approximation performed to replace the integral in 

(12) by a Riemann sum must be precise. 
2. It is necessary that h(nTc) = heq[n].

A su�cient condition for condition 1 to hold, i.e. 

∫ τ τ τ−∞ p h t d( ) * (  (16)

is that chip pulse shaping �lter, c(t), has maximum frequency 

given by fmax = 1
2TC

. �us, it is guaranteed equality between 

the integral and the Riemann sum with partitions spaced by 
Tc. �is condition is achieved, for example, when using a pulse 
shaping �lter whose spectrum has square-root raised cosine 

form  with bandwidth B =  1
2TC

and zero roll-o�.

A su�cient, but not necessary condition to satisfy  con-
dition 2, i.e., h(nTc) = heq[n] is that the spectra of h(t) and 
heq(t) given by (9) are equal in frequency interval |f| ≤ B, 
where B is the bandwidth of c(t). In other words, H(  f  ) = 
Heq(  f  ) = |C(  f  )|2H(  f  ), | f | ≤ B where H(f ) is the Fourier 
transform of h(t) and C(f ) is the Fourier transform of c(t) 
(OLIVEIRA, 2010).

Therefore, the conditions for the modified receiver 
to be optimal are directly related to the chip pulse shap-
ing filter type chosen, first because it is the relationship 
between the chip pulse shaping filter  bandwidth and 
the duration of the chip, Tc, which shows how accurate 
is the approximation of the integral by the Riemann sum 
in (13). Second, it is the spectrum of the pulse shaping  
filter that modifies the spectrum of the overall commu-
nication channel, causing possible differences between 
h(t) and heq(t) The use of a square-root raised cosine fil-
ter with zero roll-off factor as chip pulse shaping filter 
guarantees equality between the modified receiver and the 
original receiver, since in this case the expressed equal-
ity conditions are met. However, since using zero roll-off 
factor is not feasible, the performance of the modified 
receiver is slightly degraded, being more similar to the 
optimal, the lower the roll-off used.

3.2. ESTIMATION OF THE EFFECTIVE CODE
As indicated in the previous section, the optimum �lter 

in the receiver is considered the �lter matched to the e�ec-
tive code. In this study, two types of estimators, an assisted 
and a blind, are presented (OLIVEIRA, 2010; OLIVEIRA, 
SAMPAIO-NETO & MEDINA, 2011). 
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3.2.1. Assisted estimation
If the optimality conditions are met, the observa-

tion noise, ni
o in (6), is white Gaussian, with covariance 

matrix σ 2nI. In addition, the noise vectors n0
o and n1

o are sta-
tistically independent. Under these conditions, the ML 
estimate of sef  based on W observations of the pair (r0, r1)
is given by:

∑ ( )= +=
1

1 0 0 1 1s
W

d r d rêf w
W w w w w( ) ( ) ( ) ( )

 (17)

where:
 r d,i

w
i
w( ) ( ), i = 0,1, are, respectively, the 

w-th vector received and pilot symbol transmitted, and 
W is the length of the training sequence.

3.2.2. Blind estimation 
�e second estimator for the normalized e¨ective code, 

sef  , is a blind estimator obtained by 

ω ω= ω 01arg maxef
Hŝ R

subject to ω = 1  (18)

where:
R01 = E[r0r H0 ] + E[r1r H1 ]. 

�e solution to (18) is the eigenvector corresponding to 
the largest eigenvalue of R01, which coincides with the e¨ec-
tive code of the user, since 

201
2 2R s s I ,s e f

H
nω σ σ ωω ωH H= +( )f e

22 2 2s ss
H

ef ef
H

nσ ω ω ω σ= +

22
2

2s ,s
H

ef nσ= +σ ω  (19)

and (19) is maximum if ω = αsef   where α is a complex scalar of 
unit modulus.

In practice, the autocorrelation matrix R01 can be esti-
mated using a recursive process or a set of samples, such as 

01 1 0 0 1 1R l
l

( ) w
l w( )

== +1 r r r r ,w H w w H(( )) ( ) (( ))∑ˆ  (20)

and the eigenvector corresponding to the largest eigenvalue 
of R01 can be e�ciently calculated by the power method 
(MEYER, 2001) as: 

01
1g l R s( ) ef

l( )= −ˆˆ

s g l
g l

ˆ ( )
( )ef

l( ) =  (21)

for l = 1,2,...

4. MULTIPLE ACCESS 
SYSTEM MODEL

�e transmitted signal x(t) with multiple users is the sum 
of the signals of the Nu users during the same symbol interval: 

00 0 0 1 1x t d f t d f t t T( ) ( ) ( ),u
u u u u

symb∑= + ≤ ≤=  (22)

where:
( 00 0 0 1 1x t d f t d f t t T( ) ( ) ( ),u

u u u u
symb∑= + ≤ ≤= , 00 0 0 1 1x t d f t d f t t T( ) ( ) ( ),u

u u u u
symb∑= + ≤ ≤= )is the symbols pair transmitted from the u-th user. 

�e basis functions 00 0 0 1 1x t d f t d f t t T( ) ( ) ( ),u
u u u u

symb∑= + ≤ ≤= (t) and 00 0 0 1 1x t d f t d f t t T( ) ( ) ( ),u
u u u u

symb∑= + ≤ ≤= (t) are similar to those pre-
sented in (3), with the spreading codes, su, which are di¨erent 
for each user and time hopping codes, hu ∈ {0, 1, ... Nb − 1}. 
�e signal received at the i-th (i ∈ {0, 1}) branch of the receiver 
of the u-th user, 0

1r d s n,i
u

u
T

j
Nu

i
u

j ef
j∑= Γ =

− Γ +( ), is represented vectorially by 

0
1r d s n,i

u
u
T

j
Nu

i
u

j ef
j∑= Γ =

− Γ +( )  (23)

where: 
n is the noise present at reception,

0
1r d s n,i

u
u
T

j
Nu

i
u

j ef
j∑= Γ =

− Γ +( ) is the e¨ective code of j-th user, and
matrix Γu is given by 

0

I
O

u

N M

M M

N M N M
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hop u

end hop

,
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


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


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
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where N
h T
T

N
T
T

ehop u
u b

c
end

symb

c
, = = and N h T

T
N

T
T

ehop u
u b

c
end

symb

c
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�e multiple access technology proposed by IEEE std 
802.15.4a is the composition of time and code division. 
�ere are two alternatives to compose the symbol with mul-
tiple users. One alternative uses orthogonal time hopping for 
time division. In this mode, each user has an exclusive slot, 
that is, hu is di¨erent for each user at each symbol interval. 
�e signi�cant advantage of this mode is the guarantee of a 
minimum displacement between the e¨ective codes of the 
users. �is displacement is essential to ensure that the e¨ec-
tive code of a given user is almost orthogonal to the vector 
corresponding to the multiple access interference (MAI) 
during the observation interval, although the UWB chan-
nel causes a long time spreading. �e main disadvantage of 
this mode is to limit the number of users who can transmit 
concurrently, as the transmission is limited to the maximum 
number of existing codes Nb. Owing to the symbol structure, 
for a spreading code length equal to 128 (usual number of 
chips per burst in IEEE std 802.15.4a), it is possible to have 
a maximum Nb = 8, that is, only 8 users could transmit during 
the same symbol interval. �e other time division multiple 
access mode is the non-orthogonal time hopping, in which 
more than one user can transmit in the same slot. A char-
acteristic of this mode that stands out is the higher capacity 

on the number of users transmitting during the same symbol 
interval. However, this increased capacity is achieved at the 
cost of the overlapping of non-orthogonal spreading codes 
at the reception, deteriorating the performance of the system.

Figure 5 illustrates the cross-correlation properties of 
eight effective signatures for a given sample function of 
the channel using spreading codes of length 128, according 
to the IEEE std 802.15.4a. In the case of orthogonal time 
hopping, we can see that for displacements larger or equal 
to 128, the signatures result quasi orthogonal, having cor-
relation coe�cients lower than 0.01. In the case of non-or-
thogonal (zero displacement) time hopping, the correlation 
index does not exceed 0.25.

This fact motivates the use of the receiver with filter 
matched to the e¨ective code also for environment with mul-
tiple users and non-orthogonal time hopping. As previously 
mentioned, this is particularly important in the case of blind 
detection, since the proposed method does not entail matrix 
inversion, unlike most blind detection methods with inter-
ference suppression. �e same two methods of estimation of 
the e¨ective code demonstrated in the case of a single user 
are applied. In the case of assisted estimation, similar to the 
case of a single user, the following holds: 

Figure 5. Graph of the correlation coefficients between the effective code of  user 1 and other users for a given 
sampling function of the channel.
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0 0 1 1E d r d r sef
u+ =[ [u u u u  (25)

where: 
0 0 1 1E d r d r sef

u+ =[ [u u u u and 0 0 1 1E d r d r sef
u+ =[ [u u u u  are the vectors received in branches 0 and 1, respec-

tively, of the proposed receiver of the u-th user, and
0 0 1 1E d r d r sef

u+ =[ [u u u u and 0 0 1 1E d r d r sef
u+ =[ [u u u u are transmitted pilots. 

�us, the e¨ective code can be estimated similarly to the 
single–user case, by means of (17). On the other hand, the blind 
estimation method proposed for single-user environment results 
in the following for the case of multiple users:

201
2R s s R ,H u H

ef
u

ef
uH H σ+= +ω ω ω ω ω ωI n  (26)

where: 
the autocorrelation matrix RI is given by 

0 0 1 1ii E i i E i iI
H+R E= =H H[ ] [ ] [ ]  (27)

where:
i = i0 + i1 and i0 and i1 are vectors of MAI given by 

0 10
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ef
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An upper limit for the expression (26) is given by 

1 01
2

1R s sma axH
s

H
ef
u

ef
uHω ω ω≤ω ω ω ω= = { }σ ω, ,x m

21
2Rmax H

I n, σω ω =+ +{ }ω ω

and therefore

ω ω σ λ σ+ω ω = 21 01
2 2Rmax H
s n, max≤ +  (29)

where:
λmax is the largest eigenvalue associated with RI , which cor-
responds to the energy of the interference vector, i, in the 
direction of maximum energy.

Considering (29), it can be concluded that the maximi-
zation of ω ω σ λ σ+ω ω = 21 01

2 2Rmax H
s n, max≤ + 201

2R s s R ,H u H
ef
u

ef
uH H σ+= +ω ω ω ω ω ωI n should result in a vector similar to the 

desired, 201
2R s s R ,H u H

ef
u

ef
uH H σ+= +ω ω ω ω ω ωI n, when the ratio 2 / λs maxσ /λmax  is high, whereas for lower 

values of this ratio, the solution is close to the normalized 
eigenvector emax associated with λmax. In fact, when 201

2R s s R ,H u H
ef
u

ef
uH H σ+= +ω ω ω ω ω ωI n and the 

interference vector are orthogonal, 
2

s iE ef
uH[ [ = 0, then 201

2R s s R ,H u H
ef
u

ef
uH H σ+= +ω ω ω ω ω ωI n is 

eigenvector of 201
2R s s R ,H u H

ef
u

ef
uH H σ+= +ω ω ω ω ω ωI n, with associated eigenvalue ω ω σ λ σ+ω ω = 21 01

2 2Rmax H
s n, max≤ +, leading to 
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≥
. (30)

For the system considered, in general, 1
2

s

e

; par{ a

; caso contrário

ef
u s

max

max

ω

σ
λ=

≥ >>  1, yielding 

a solution ω really similar to 201
2R s s R ,H u H

ef
u

ef
uH H σ+= +ω ω ω ω ω ωI n �is is due to the fact that 

interference i presents a peculiarity: because of time hop-
ping and binary position modulation, BPM, the interfer-
ence in each symbol, if present, always appears in a di¨erent 
place within the frame of the user of interest. �is behavior 
prevents the interference vector i from having a pronounced 

preferential direction, and therefore  its energy, 2
1i i

N
i∑σ λ= = , 

is spread over the eigenvalues λi (i = 1, ..., N), of RI and con-
sequently λmax <<  2

1i i
N

i∑σ λ= =. �us, even for moderately low values of 

signal-interference ratio 
1

2

s

e

; par{ a

; caso contrário

ef
u s

max

max

ω

σ
λ=

≥
/ 2

1i i
N

i∑σ λ= = a ratio σ
λ

2
s

max

 > 1 is obtained.

5. RESULTS

 �e simulations consider the downlink of a system using 
the proposed receiver and a symbol structure in accordance 
to the IEEE std 802.15.4a. �e pulse shaping �lter employed 
is a square-root raised cosine pulse with roll-o¨ factor a = 
0,2 with duration Tc = 2 ns, which is mandatory in this stan-
dard. It is assumed that the receiver is perfectly synchronized 
with the transmitter. �e number of slots for time hopping is 
NB = 8, and the number of chips per burst is Nc = 128, pro-
ducing one frame of 4,096 chip intervals per symbol. �us, 
a system using orthogonal time hopping code supports a 
maximum of eight users. In all experiments, 200 transmis-
sions of 2,000 bits each are simulated. �e bits are transmitted 
uncoded. �e spreading sequence for each user is obtained 
in each transmission according to the IEEE std 802.15.4a, 
and is maintained over the 2,000 bits transmitted. �e UWB 
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Figure 6. Comparison between the curves of SINR, channel without fading, for orthogonal and non-orthogonal time 

hopping, 
Eb

N0

 = 10 dB and 
Eb

N0

 = 25 dB and system loaded with 8 and 18 users.
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channel used is in accordance with the model described in 
(MOLISCH, 2007; 2009). For each transmission, a new 
sampling function of the channel is generated. In the exper-
iments, three estimates of the e¨ective code of the user of 
interest are compared: the �rst estimate is obtained using 
the assisted method in (19) (Assisted), the second estimate 
is obtained using the blind method in (23) (Blind),  and the 
third estimate is the perfect estimate of the e¨ective code of 
the user (Perfect). 

In the �rst experiment, a channel without large-scale fad-
ing corresponding to type 3 in (MOLISCH, 2007) (o�ce 
with line of sight) is used. �e results are shown in Figure 6 
in terms of a signal-to-interference-plus-noise ratio (SINR), 

which was obtained at the point A indicated on Figure 4. 
�e �rst column (graphs I, II, and III) corresponds to val-
ues of Eb/N0 = 10 dB and the second column (graphs IV, V, 
and VI) corresponds to values of Eb/N0 = 25 dB. �e graphs 
of the �rst row (I and IV) are for orthogonal time hopping 
with 8 users, the second row (II and V) is for non-orthogonal 
time hopping with 8 users, and the third row (III and VI) is 
for non-orthogonal time hopping with 18 users. �e receiver 
with �lter matched to the e¨ective code of the user has a very 
good performance for the system with orthogonal time hop-
ping and even for the system with non-orthogonal time hop-
ping for low Eb/N0 ratios, where the white noise is predomi-
nant over the MAI (graphs I, II, and III). In fact, the SINR 
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Figure 7. Comparison between SINR curves of the 
estimation methods for a system initially loaded 
with one active user and a sudden additional load 
of seven active  users during the second half of the 

transmission, channel without fading, 
Eb
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 = 20 dB.
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achieved assuming perfect estimation is almost the same as 
the theoretical maximum SNR that a system operating with 
a single user (SU) could reach (10 dB for the �rst column and 
25 dB for the second column). For the cases in which the time 
hopping codes are non-orthogonal and MAI is predominant 
over white noise (graphs V and VI), despite quasi orthogonal-
ity between the actual code 201

2R s s R ,H u H
ef
u

ef
uH H σ+= +ω ω ω ω ω ωI n and interference i from other 

users, the SINR achieved by the receiver with matched �lter 
does not reach the maximum SNR of a SU system (which is 
by de�nition MAI-free). In these cases, there is a cost–ben-
e�t trade o¨ that should be considered in order to adequately 
choose the type of receiver. Depending on the application, 
simplicity of the implementation of matched �lter may be 
more important than the loss of performance in these sce-
narios. �e estimators analyzed showed good performance, 
achieving similar results to those obtained with the matched 
�lter, with the blind estimator presenting performance very 
similar to the assisted estimator even in cases in which the 
MAI is the main source of nuisance.

In the second experiment an ensemble of channels without 
large-scale fading corresponding to the type 3 in (MOLISCH, 
2007) (o�ce with line of sight) is also used. �e results are 
shown in Figure 7 in terms of SINR obtained in point A of 
Figure 4, for a user of interest in a system with non-orthog-
onal time hopping, which starts with only one active user 
and receives a sudden additional load of seven other active 
users after 1,000 symbols transmitted with Eb/N0 = 10 dB. 
In this experiment, it is possible to verify that the proposed 
estimation methods are quite robust with respect to conver-
gence. In fact, even loading the system suddenly with a large 
number of users, once a good estimate for the e¨ective code 
of the user of interest, 201

2R s s R ,H u H
ef
u

ef
uH H σ+= +ω ω ω ω ω ωI n, is achieved, the estimator is not 

deteriorated by interference between users.
In the third experiment, channels with large-scale fad-

ing corresponding to the type 6 in (MOLISCH, 2007) 
(outdoor without line of sight) are considered. Figure 
8 shows the bit error rate (BER) for systems with eight 
users and non-orthogonal time hopping. For comparison 
purposes, Figure 8 shows the lower limit of bit error rate, 
represented by the case of a SU system, with a single user 
(therefore without MAI) and perfect estimate of the actual 
code. �e bit error rate begins to be measured after 1,000 
transmitted bits. It can be concluded from Figure 8 that the 
assisted and blind estimation methods have a good result 

also for fading channels, showing a loss of tenths of dB 
when compared to the case of perfect estimation. On the 
other hand, this case presents a substantially coincident 
performance compared with the SU case, again con�rm-
ing the quasi orthogonality between the e¨ective code 201

2R s s R ,H u H
ef
u

ef
uH H σ+= +ω ω ω ω ω ωI n 

and interference from other users, i.
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6. CONCLUSION

�is work addressed the reception of signals in a UWB 
transmission system, implemented according to the IEEE std 
802.15.4a, with orthogonal and non-orthogonal time hop-
ping. A modi�ed receiver and the conditions under which 
this receiver is optimum according to the ML criterion were 
introduced to this system. �is modi�ed receiver uses as the 
detection �lter, a �lter matched to the e¨ective code. Two dif-
ferent methods to estimate the e¨ective code were proposed: 
one assisted and one blind.

It is important to mention that for the cases of a sys-
tem with orthogonal time hopping in an environment with 

multiple access interference and a system with non-orthog-
onal time hopping in an environment where the white noise 
predominates over MAI, these same receivers and estimators 
have shown good performance. �is is of particular interest 
in the case of the receiver with the blind estimator, because 
the proposed method has a low computational complexity, 
compared with most blind detection methods with inter-
ference suppression that would require the inversion of high 
dimension matrices. For the case of a system with non-or-
thogonal time hopping in an environment in which the MAI 
predominates, the proposed estimators also show good per-
formance, being more susceptible to degradation owing to 
the non-optimality of the matched �lter.
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SENSORS, ELECTRONIC WARFARE AND ACOUSTIC WARFARE

BRAZILIAN PASSIVE SONAR:  
ADVANCES AND TECHNOLOGY SHOWCASE

Sonar passivo nacional: avanços e demonstração de tecnologia

Fabricio de Abreu Bozzi1, William Soares Filho2, Fernando de Souza Pereira Monteiro3, 
Carlos Alfredo Órfão Martins4, Gustavo Augusto Mascarenhas Goltz5, 
Orlando de Jesus Ribeiro Afonso6, Cleide Vital da Silva Rodrigues7, 

Fernando Luiz de Magalhães8, Leonardo Martins Barreira9

1. Captain-Lieutenant. Master’s degree in Electrical Engineering at Instituto Alberto Luiz Coimbra of Post-graduation and Research in Engineering at Universidade 
Federal do Rio de Janeiro – Rio de Janeiro, RJ – Brazil. Assistant at the Division of Hydroacoustic Equipment in the Underwater Acoustic Systems Group at Instituto de 
Pesquisas da Marinha – Rio de Janeiro, RJ – Brazil. E-mail: bozzi@ipqm.mar.mil.br

2. PhD in Electrical Engineering at Instituto Alberto Luiz Coimbra of Post-graduation and Research in Engineering at Universidade Federal do Rio de Janeiro – 
Rio de Janeiro, RJ – Brazil. Coordinator in the Signal Processing área of the Underwater Acoustic Systems Group at Instituto de Pesquisas da Marinha – Rio de Janeiro, 
RJ – Brazil. E-mail: william@ipqm.mar.mil.br

3. Master’s Degree in Biomedical Engineering at Instituto Alberto Luiz Coimbra of Post-graduation and Research in Engineering at Universidade Federal do 
Rio de Janeiro – Rio de Janeiro, RJ – Brazil. Electronics Enginner at Amazul, collaborator of the Division of Hydroacoustic Equipment in the Underwater Acoustic 
Systems Group at Instituto de Pesquisas da Marinha – Rio de Janeiro, RJ – Brazil. E-mail: nandospm@gmail.com

4. Corvette captain, Master’s degree in Oceanic engineering at Instituto Alberto Luiz Coimbra of Post-graduation and Research in Enginnering at Universidade Federal do 
Rio de Janeiro – Rio de Janeiro, RJ – Brazil. Professor at the Center of Instruction Almirante Wanderkolk – Rio de Janeiro, RJ – Brazil. E-mail: carlos.martins@ipqm.mar.mil.br

5. Captain-lieutenant. Master’s degree in Applied Computer Science at Instituto Nacional de Pesquisas Espaciais – São José dos Campos, SP – Brazil. In charge of the 
Division of Sign Processing and Acoustic Propagation of the Underwater Acoustic Systems Group at Instituto de Pesquisas da Marinha – Rio de Janeiro, RJ – Brazil. 
E-mail: goltz@ipqm.mar.mil.br

6. Master’s degree in Oceanic Engineering at Instituto Alberto Luiz Coimbra of Post-graduation and Research in Engineering at Universidade Federal do Rio de 
Janeiro – Rio de Janeiro, RJ – Brazil. In charge of the Division of Hydroacoustic Equipment in the Underwater Acoustic Systems Group at Instituto de Pesquisas da 
Marinha – Rio de Janeiro, RJ – Brazil. E-mail: orlando@ipqm.mar.mil.br

7. PhD in Production Engineering at Instituto Alberto Luiz Coimbra of Post-graduation and Research in Engineering at Universidade Federal do Rio de Janeiro – 
Rio de Janeiro, RJ – Brazil. Assistant at the Division of Sign Processing and Acoustic Propagation in the Underwater Acoustic Systems Group at Instituto de Pesquisas da 
Marinha – Rio de Janeiro, RJ – Brazil. E-mail: cleide@ipqm.mar.mil.br

8. PhD in Mechanical Engineering at Instituto Alberto Luiz Coimbra of Post-graduation and Research in Engineering at Universidade Federal do Rio de Janeiro – 
Rio de Janeiro, RJ – Brazil, Assistant at the Division of Hydroacoustic Equipment in the Underwater Acoustic Systems Group at Instituto de Pesquisas da Marinha –  
Rio de Janeiro, – Brazil. E-mail: fernando.magalhaes@ipqm.mar.mil.br

9. Commander, PhD in Oceanic Engineering at Instituto Alberto Luiz Coimbra of Post-graduation and Research in Engineering at Universidade Federal do Rio de 
Janeiro – Rio de Janeiro, RJ – Brazil, In charge of the Underwater Acoustic Systems Group at Instituto de Pesquisas da Marinha – Rio de Janeiro, RJ – Brazil.  
E-mail: barreira@ipqm.mar.mil.br

Abstract: �is paper summarizes the development of a techno-
logy showcase for a passive sonar system, covering the areas of 
signal acquisition and array processing. Using a hydrophone array 
with cylindrical geometry as the “wet” part of the sonar system, 
a signal acquisition system was assembled to read, preprocess, 
and send these signals over an Ethernet network. �e Detection, 
Tracking and Classi�cation System  (SDAC) was used as the 
receiver of this signal, performing the processing and the display 
of the information obtained, being the graphic interface for the 
sonar operator (“dry” part of the sonar). In  this development, a 
beamformer was implemented using the delay-and-sum method, 
chosen because of its fast processing, that was adequate for real-
time processing requirement.
Keywords: Sonar. Cylindrical Array of Hydrophones, Underwater 
Acoustics Signal Processing. Beamforming.

Resumo: O presente trabalho sintetiza o desenvolvimento de um  
demonstrador de tecnologia de um sonar passivo, abrangendo as 
áreas de aquisição e processamento de sinais para arranjo de senso-
res. A partir da construção de um arranjo de hidrofones com geome-
tria cilíndrica, que corresponde à parte “molhada” do sistema sonar, 
um sistema de aquisição de sinais foi montado para ler, pré-processar 
e enviar esses sinais em uma rede Ethernet. O Sistema de Detecção, 
Acompanhamento e Classi�cação de Contatos (SDAC) foi utili-
zado como o receptor dos sinais, realizando o tratamento e a exibi-
ção das informações, sendo ele a interface do demonstrador (parte 
“seca” do sonar). Nesse desenvolvimento foi realizada a implemen-
tação da formação de feixes, o que possibilitou a capacidade de dis-
criminação direcional do sonar. O formador de feixes atraso-e-soma, 
escolhido devido à sua rapidez de processamento, se mostrou ade-
quado para a exigência de processamento em tempo real.
Palavras-chave: Sonar. Arranjo Cilíndrico de Hidrofones. 
Processamento de Sinais Acústicos Submarinos. Conformação de Feixe.
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1. INTRODUCTION

�e Brazilian Passive Sonar (SONAP) is a project from 
the Underwater Acoustic Systems Group (GSAS), from 
the Instituto de Pesquisas da Marinha (IPqM), and con-
sists of the development of a sonar system. �roughout the 
years, IPqM has been training researchers and engineers in 
order to solidify knowledge on acoustic systems, being the 
demonstrator of the developed technology with the reunion 
of these �elds of knowledge. 

An advance in sonar research has taken place with the 
development of the Detection, Tracking and Classi�cation 
System (SDAC), which, by being installed in the subma-
rines of the Brazilian Navy (MB), enabled the collection 
of signals from the hydrophones, already installed in the 
submarine. However, when installed in the submarine, this 
system received signals after beamformer. Beamforming, 
which will be described later, is a stage of sensitive process-
ing, that is, the technology of this process can compromise 
the �nal result.

Basically, it is possible to divide the passive sonar system 
into two areas (L1, 2012): the development of hydroacous-
tic elements (hydrophones, transducers and staves), referred 
to here as the wet part of the sonar; and the development of 
signal processing (beamforming, data treatment presentation 
and analyses), called the dry part. 

�erefore, with the commercial materials available, the 
technology demonstrator aims at advancing toward the wet 
part, building an array, acquiring the signals, leading to beam-
forming, and integration with SDAC.

2. RESEARCH METHODOLOGY

It is possible to consider that the entire chain of processes 
involved in the passive sonar system begins, when an underwater 
acoustic wave collides with a piezoelectric element (hydrophone), 
making it excited, thus generating electric signal in its terminals 
(SHERMAN e BUTLER, 2007). From the electrical signals 
generated in the hydrophone terminals, the process of acquir-
ing these signals begins. �is stage consists of conditioning the 
signal and acquiring it in a computer, digitally. 

The array of hydrophones is considered to be an 
antenna, and, at first, the interest is to direct that antenna 

to emphasize signals coming from a given direction. 
This is named beamforming. 

There are several beamforming techniques. The sim-
plest one is known as delay-and-sum (VAN TREES, 2004). 
Owing to its simplicity and agility, this technique was cho-
sen for this study.

�e stages of analysis begin after the beams are formed, 
when processing takes place to characterize the signals. 
Among the analyses contained in a sonar system, this paper 
will approach the following: low frequency analysis and 
recording (LOFAR) and detection of envelope modulation 
on noise (DEMON). �ese analyses lead the signal to the 
frequency domain, bringing spectral information that help to 
classify the signal (TORRES; SEIXAS; SOARES FILHO, 
2004; MOURA, 2013).

�e research methodology shows how each one of the 
stages of the system was treated and implemented. A diagram 
of the system helps to visualize the structure of the processes, 
followed later with a detailed description. 

2.1. SYSTEM DIAGRAM
Figure 1 presents the general diagram of the sonar sys-

tem developed in IPqM. It is possible to notice the processes 
involved, that were described previously: array of sensors, 
ampli�cation, digitalization, initial treatment of the signals 
acquired by the acquisition software, ampli�cation control, 
sending data using the network through a switch, and, �nally, 
presenting the data in SDAC.

2.2. CYLINDRICAL ARRAY
A sonar system may contain a single hydrophone. But, 

in practice, it is known that, in general, these elements 
are omnidirectional, that is, they “listen” in all direc-
tions. When the intention is to obtain the direction of 
a sound source, hydrophone arrays are used (WAITE, 
2002). This study utilizes the cylindrical hydrophone 
array, or CHA. 

�e CHA is composed of an array of staves grouped in 
a circular shape. �e stave is a structure that clusters the 
elements (hydrophones) and encapsulates them in a spe-
ci�c material, making sure they do not lose their features. 
Encapsulation also prevents the hydrophones from having 
direct contact with salt water. Finally, they are designed to 
muÚe one of the sides, in order to direct the beam.
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�e construction of a sensor array in a reduced scale, com-
pared to the arrays of the submarines in MB, aims at facili-
tating array tests in the hydroacoustic tank of IPqM, besides 
facilitating the logistics of transportation, placement, and 
boarding of the array. 

With this array, it is possible to collect raw data, that is, 
signals coming directly from each element without any pro-
cessing. �e array is composed of 32 staves, has 1 meter in 
diameter, and each one of them has three hydrophones serially 
connected. �e output of each stave is the sum of the signals of 
each hydrophone. Figure 2 presents the array of hydrophones. 

2.3. SIGNAL ACQUISITION SYSTEM
�e initial conditioning of the signals received by the 

staves comprehends ampli�cation and, later, the digita-
lization of the signal. Conditioning and digitalization, 
when carried out properly, lead to results that are more 
accurate and minimize errors characteristic of quantiza-
tion and saturation (DINIZ, DA SILVA and NETTO, 
2014). Ampli�cation is necessary to obtain signals at levels 
compatible with digitalization, since the intensity of the 

electric voltage in the output of hydrophones is low, pos-
sibly to the order of µV.

Digitalization is made to allow data processing in a com-
puter. In the case of a sonar system, digitalization has to be 
conducted in a synchronous manner, which is a requirement 
for the beamforming.

In this study, an acquisition system was put together using 
commercial hardware. However, the reading, recording and 
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Figure 1. General diagram of the sonar system.

Figure 2. 32 stave sensor array.
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pre-processing of the acquired signals were conducted with a soft-
ware developed in IPqM. �erefore, it was possible to have better 
control over the acquisition, guaranteeing the integrity of the data.

2.4. SIGNAL PROCESSING: 
BEAMFORMING

Among several array geometry con�gurations, the uni-
form linear array (ULA) is the one with more extensive bib-
liography among the existing con�gurations, being prefer-
ably adopted for the beginning of array studies. In the case 
of ULA, its model and analytical expressions for power 
and pattern are problems that have already been studied 
and analyzed (RODRIGUES, 2006). A diagram of the 
delay-and-sum beamforming for a uniform linear array is 
presented in Figure 3. 

�is array is composed of N elements, with a spacing, d, 
between them. If the signal s(t, p) incides over each sensor, 
where p refers to the position in space, and w is a weight vec-
tor, therefore, according to Van Trees (2004), (Equation 1):

D(θ) = ,0 ≤ θ ≤ π
cos(θ)1sin Nπd

λ
⎛
⎜
⎝

⎞
⎟
⎠

cos(θ)Nsin πd
λ

⎛
⎜
⎝

⎞
⎟
⎠

 (1)

where D(θ) represents the beam pattern. �e beam pat-
tern of a sensor, or of an array, represents the frequency/
number of wave response of the array versus direction. 
Its information represents the irradiation of the sensor/
array for a speci�c direction, and this is what determines 
its performance.

�e implementation of the delay-and-sum beamforming in 
the circular array was widely approached by (RODRIGUES, 
2006; FELZKY, 2007; BOZZI, 2016) and is explained in 
detail in Figure 4, where the circular geometry of the array 
is presented, as well as a wave front coming from a speci�c 
direction. A sector of the array containing a speci�c num-
ber of elements to form the direction beam referring to the 
wave front, is used (in this case, elements 1 to 5 and 28 to 32 
were used). After this section was chosen, delays are applied 
to the elements in order to compensate for the di¨erent 
wave front paths.

�e delay procedure is a way to “synchronize” the signals, 
making the circular array to be considered as an unequally 
spaced linear array. �is fact can also be interpreted as a pro-
jection of the signals in a chord of a circle. After applying 
the respective delays, the signals of this sector are added up, 
resulting in a beam referring to the direction called broadside, 
perpendicular to the array in an equivalent line.

Figure 4 shows the representation of the irradiation it can 
receive by using an individual signal of a sensor and the dia-
gram of irradiation after the beamforming, where a directional 
gain is observed. �is procedure is repeated with the use of 
adjacent elements. �erefore, there are N beams formed, in 
which N is the number of sensors (ATLAS ELEKTRONIK 
KRUPP, 1988).

�e delay-and-sum outputs are the formed beams. However, 
it is common to calculate the energy of these beams to visu-
alize the sound sources around the array. �e result of this 
operation is usually presented in a graphic comparing energy 
x time x azimuth, known as the waterfall energy graphic. 
When there is a signal in one of the directions, it will have 
more intensity (energy), and that can be observed in the 
waterfall. �e waterfall energy graphic is used to visualize 
the scenario, that is, to present the sound sources around 
the array throughout time. �erefore, it is possible to track 
this source. �is type of graphic will be presented with the 
results of the experiments. 
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Figure 3. Delay-and-sum beamforming for a linear array.
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2.5. SIGNAL PROCESSING: ANALYSES
Based on the identification of contacts in the sce-

nario, through the waterfall energy graphic, the directional 
beam of a contact is selected to conduct the LOFAR and 
DEMON analyses. 

LOFAR is narrowband frequency analysis that allows 
visualizing the spectrum of the signal and its characteris-
tic tones. �is spectrum carries all information of the noise 
irradiated by the contact. If the contact is in another boat, 
it is possible to extract the characteristics of the machines 
and their propulsion. 

DEMON is a narrowband analysis aiming at extracting 
information coming from the cavitation on a boat. �is 
analysis shows the shaft rotation, the number of shafts 
and the number of blades. Studies, implementations and 
use of these analyses to classify submarine contacts were 
approached by Torres, Seixas and Soares Filho (2004) and 
Moura (2013).

2.6. SYSTEM OF DETECTION, TRACKING 
AND CLASSIFICATION OF CONTACTS
SDAC is a software – developed in IPqM, installed in 

the MB submarines – widely accepted for its graphic tools. 
It innovated the old sonar system installed in the submarines 

(CSU-83 – Atlas). �e technology demonstrator aims at 
integrating this system to the part of acquisition and beam-
forming developed. 

The SDAC installed in the submarines receives the 
signals after beamforming, digitally. It was necessary to 
adapt SDAC to receive the network data for this new array 
configuration. Besides this change, the SDAC installed in 
the submarines receives signals from 96 staves, whereas 
the array built has 32 staves. Therefore, the interpola-
tion of 32 channels to 96 channels is conducted by using 
the concepts by Diniz, da Silva and Netto (2014) and 
Mitra (2011).

3. RESULTS AND DISCUSSION

Two commissions were organized for the technology 
demonstrator of the passive sonar. �ese commissions aimed 
at collecting data, monitoring the sea environment and assess-
ing the system.

3.1. FIRST COMMISSION
�e �rst commission was carried out in the Fuel Storage 

of the Navy, in Rio de Janeiro (DepComb), between May 5 
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and 29, 2015. �is commission especially aimed at collecting 
data for an o¨-line processing and at evaluating the acqui-
sition system. 

Boats from the DepComb were used to make rounds 
around speci�c areas around the array, in a controlled way. In 
these runs, the position of the boat was monitored by a GPS. 
Eighteen runs were made to monitor the position. Some will 
be reported next.
•	 Run 1 – A boat was used so that, from a point away from 

the pier, it would be possible to get close in a straight line. 
�e speed was kept constant and high. �e duration of 
the round was of about 2.5 minutes. Figure 5 shows the 
route taken by the boat (obtained via GPS) and its rep-
resentation in the waterfall energy graphic. It is import-
ant to observe that there are re«ections on the lateral 
walls of the pier where the array was placed, and that is 
demonstrated in the energy graphic. �e strongest energy 
intensity is represented by red, and the weakest energy, 
by blue. 

•	 Run 2 – A �shing boat was seen in the surroundings of 
the array, and the boat, which was placed away from the 
array, was triggered to reach it. Figure 6 shows the record-
ing was initiated when only the �shing boat was around, 
and about 100 seconds later, the boat was activated (when 
the azimuth was -50º).

•	 Run 3 – �e boat was used so that, from a point away 
from the píer, it would get closer in a zig-zag path. �e 

duration of the round was of seven minutes approximately. 
Figure 7 shows the boat path leaving from the “a” position, 
moving through “b”, “c”, until it reaches “d”. �ere was 
a short break between “b” and “c”, when the recording 
was interrupted. �e energy graphic shows the path of 
the boat. 

•	 Run 4 – �e boat and the motorboat were used for 
simultaneous run, in a path circular to the array, but in 
di¨erent directions. Since the circumference of the boat 
run was smaller, it took two laps whereas the motorboat 
only took one. �ere was no speed control. �e dura-
tion of the round was of about three minutes. Figure 8 
presents round 4. �e energy graphic shows that the 
boat energy is more intense, because it was closer to 
the array. 

3.2. SECOND COMMISSION
�e second commission was conducted in the Research 

Ship “Aspirante Moura” (“AspMoura”), between August 12 
and 21, 2015. �is commission aimed at demonstrating the 
technology of a passive sonar to some sectors of MB. �e ship 
was based close to the Navy Academy, where marine traf-
�c was monitored in the region, being that a path for ships 
and boats sailing between Rio, Niterói and other regions 
nearby. Figure 9 shows the placement of the array on board, 
its placement in the anchorage point and the place where 
SDAC was exposed. 
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Figure 10. Merchant ship leaving Baía de Guanabara.

During the commission, marine traffic in the region 
was monitored with photos and notes, and the data 
acquired about the array were recorded for further 

Figure 11. Merchant ship analyses – screen of the Detection, Tracking and Classification System (SDAC).

research. Figure 10 presents a Merchant ship leaving 
from Baía de Guanabara.

�e detection and the analyses of this ship are presented 
in Figure 11. �is �gure has the waterfall energy graphic (A), 
which detected the contact in the azimuth of 90º, moving 
to 120º. LOFAR (B), indicates a characteristic tone of the 
singing propeller in 1,238 Hz. DEMON (C) clearly shows 4 
simple consecutive harmonics, indicating 1 shaft and 4 blades 
shaft, at 95 rpm. �is characterization could not be con�rmed 
for the referred ship; however, based on experts’ experience, 
it is known that ships of this size generate results similar to 
the ones we presented here.

Due to the large flow of boats navigating in Baía de 
Guanabara, another frequent scenario was the passing of 
several boats simultaneously. �is fact is shown in Figure 12.
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Figure 12. Crossing of vessels.
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4. CONCLUSIONS

�e technology demonstrator of a passive sonar aimed 
at dominating all stages of development present in a sonar. 
�e results presented here indicate that, currently, the GSAS, 
from IPqM, is able to reproduce, within a research point of 
view, all processes of a sonar system.

It is possible to consider great advances in the �elds of 
signal acquisition and processing. Commercial hardware was 
used, and it was controlled by IPqM.

�erefore, the acquisition system, which is the link between 
the sensors and SDAC, was widely explored in this study. 
So, with the commissions conducted, data were recorded 
directly from the sensors, which allow many areas of research 
to be developed. SDAC, which is present in MB submarines, 
was updated and integrated with this con�guration of sensors.

It is believed that the new challenges will have a specialist 
character, that is, to improve what has been done so far. �is will 
happen by replacing industrial hardware with national ones, 
also developed in IPqM. Besides, improvements in the types 
of signal processing, in the �elds of beamforming and detec-
tion, can also lead to bene�ts for the next chain of analyses.

�e advantage of the domain of the stages of acquisition 
and processing is the access to all parameters and variables, 
for instance, �ltering.

Generally, the results of the commissions show that it was 
possible to detect, track, and conduct analyses, which are the 
necessary functions for a sonar.
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Resumo: Apesar de algumas iniciativas do governo federal no uso 
de boas práticas em gestão de projetos, ainda não é possível iden-
ti�car o emprego de ferramentas nem de técnicas padronizadas no 
Ministério da Defesa para orientar, monitorar e controlar a condu-
ção de projetos. Este estudo teve por objetivo propor uma aborda-
gem sistêmica para a avaliação de desempenho de projetos de enge-
nharia de software de interesse da Defesa sob dois aspectos: gestão 
de projetos e arquitetura da informação. A metodologia utilizada 
produz um modelo com elementos do Department of Defense 
Architecture Framework (DoDAF), associado aos conceitos de 
Capabilities Based Planning (CBP) e de Portfolio Management 
(PfM). O modelo sugerido foi validado por meio de consultas de 
dados provenientes da técnica Earned Value Management (EVM) e 
avaliado em um caso real, na análise do desempenho de um projeto 
real. A abordagem proposta pode ser aplicada a qualquer projeto, 
permitindo o seu diagnóstico contínuo. 
Palavras-chave: Gestão de projetos. Engenharia de software. 
Department of Defense Architecture Framework. Earned Value 
Management.

Abstract: Despite some federal government initiatives aimed at 
implementing best practices in project management, it is still not 
possible to detect the employment of standardized tools or tech-
niques in the Ministry of Defense for guiding, monitoring, and 
controlling project development. �e aim of this study was to pro-
pose a systemic approach for the performance evaluation of soft-
ware engineering projects under two aspects: project management 
and information architecture. �e methodology employed pro-
duces a model using elements of the United States Department 
of Defense Architecture Framework (DoDAF), coupled to the 
concepts of Capabilities Based Planning (CBP) and Portfolio 
Management (PfM). �e suggested model was validated through 
data queries for Earned Value Management (EVM) and evaluated 
in a real case, in the performance analysis of a real project. �e pro-
posed approach can be applied to any project, allowing its contin-
uous diagnosis.
Keywords: Project management. Software engineering. 
Department of Defense Architecture Framework. Earned Value 
Management.
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1. INTRODUCTION

Among the goals de�ned by the Ministry of Defense 
(MD) strategic planning are the modernization of the Armed 
Forces (AF), the development of joint-operation capabilities, 
and the promotion of integrated logistics (BRASIL, 2010a; 
2011a). To achieve these goals, it is necessary to improve the 
operational capabilities of all three AF by increasing the coor-
dination of human elements – doctrines, operational proce-
dures, and interpersonal relationships – and by decreasing the 
distance between the technological and operational aspects. 

In line with the National Defense Strategy (BRASIL, 
2010a), the MD and the AF have attempted to substanti-
ate this greater systemic integration through investment in 
projects related to software engineering. Some of these proj-
ects also require cooperative and integrated management, as 
there are several military organizations (MO) with software 
requirements in common. �erefore, the MD should create 
programs under its supervision to gather similar projects in 
order to obtain synergistic bene�ts among the gathered proj-
ects that would not be feasible if these projects were to be 
managed separately. 

�is scenario requires the use of best practices in infor-
mation technology (IT) project management (BRASIL, 
2011b), such as the ISO/IEC/IEEE 42010:2011 standards 
and the Reference Model for Open Distributed Processing 
(RM-ODP). However, despite some initiatives on the part 
of the federal government, the institutional employment of 
instruments based on a holistic vision is not yet adopted. 
In other words, it is not yet possible to observe the use of 
tools that allow for e¨ective integrated control of deadline, 
cost, and scope within the MD.

�e last survey of IT governance applied in the Federal 
Public Administration level, carried out by the Federal Court 
of Auditors (“Tribunal de Contas da União” - TCU), con�rms 
the situation described above: over half of the organizations 
has not yet adopted a project management process based on 
internal or market standards. When looking at the survey’s 
results, one point draws attention: 17% of organizations do 
not make use of any project management process, even in the 
face of the complexity inherent in developing IT services and 
products (BRASIL, 2010b).

�e search for instruments that allow for the coordination 
of political and military interests and for integrated control 

and monitoring is justi�ed by the high rates of failure still 
associated with IT projects (STANDISH GROUP, 2012), 
as well as by a concern in ensuring a proper use of the gov-
ernmental �nancial. 

IT projects involve risks so well known that in many 
cases they come to be expected, such as the increase of costs 
beyond what was initially forecast and the delay of key mile-
stones (BRASIL, 2010b). Research shows that in 2009, 44% 
of projects achieved partial success – that is, they do not 
fully respect their estimated cost, time, or scope– and 24% 
failed – that is, they were canceled or were not used-, com-
promising organizational actions (STANDISH GROUP, 
2012). It then becomes increasingly important to imple-
ment information systems capable of supporting project 
management, addressing the complexity and risks involved, 
and allowing for the coordination of the political and mil-
itary interests at stake. 

In this paper our objective is to propose an approach 
for systemic management of the MD software engineer-
ing projects that allows for continuous evaluation of proj-
ect performance, matches the initiatives adopted by the 
Federal Government and respects the goals of the General 
Strategy for Information Technology (“Estratégia Geral de 
Tecnologia da Informação” – EGTI 2013-2015), as recom-
mended by its prospect no. 4 – “To achieve e¨ectiveness in 
IT management.”

2. MINISTRY OF DEFENSE 
PROJECT MANAGEMENT

As a discipline, project management arose from di¨erent 
�elds. Many of the numerous tools and techniques currently 
considered as best practices by the industry have appeared 
in the military environment. As examples, we may cite the 
Work Breakdown Structure (WBS) and the Gantt chart. 
�ese tools were both created to meet the demands for vessel 
construction at the US Navy. Analyzing the current reality 
in the Brazilian Ministry of Defense and the progress seen 
in the �eld of software management, it is necessary to adopt 
the opposite direction of this past history; i.e. thus bring-
ing knowledge widely circulated in the market to the MD.

In this sense, if the MD aims to continue showing 
advances in project management, it is crucial that it makes 
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investments for creating a Project Management O�ce (PMO) 
(COTIN-MD, 2012) �e PMO should focus on planning, 
prioritizing, and coordinating programs and projects linked to 
the general objectives of MD. For these purposes, the PMO 
needs to �nd instruments to support its tasks and to ensure 
a standardized management among di¨erent military orga-
nizations (KERZNER, 2006).

�e importance of these instruments is con�rmed by 
Kerzner (2006), who de�nes four information systems within 
the PMO: aggregate value system, risk management system, 
performance failure system, and the learned lesson system. 
An adaptation of this model for the MD context is shown 
in Figure 1.

In order for the Ministry to achieve maturity and excel-
lence in project management (KERZNER, 2006, SUN, 
2013), we opted for the aggregate value system, aimed at 
the evaluation of project performance using the Earned 
Value Management (EVM) technique. It should be indi-
cated that the aggregate value system is the only system able 
to simultaneously deal with the three essential variables for 
controlling a project: time, cost, and scope (KERZNER, 
2006), all of which are crucial in developing quality and 
high-level management for projects and programs. Driven 
by a more pragmatic and well-de�ned goal, the solution 
proposed will prioritize two aspects: project management 
and information architecture.

Regarding project management, the MD does not 
have, as of yet, any normative criterion to control or 
monitor the performance of software projects, although 
there exist principles and procedures applicable to IT 
projects (BRASIL, 2003). Tools and techniques relat-
ing to best practices in project management such as the 
EVM are a viable solution already in use in other orga-
nizations, notably at the US Department of Defense 
(DoD) (USA-DOD, 2006).

With respect to information architecture, the MD does 
not have a strategy for developing its information archi-
tecture that establishes policies, guidelines, and technical 
 speci�cations (BRASIL 2003). In this case, a reference archi-
tecture would contribute to the construction and  strengthening 
of systemic interoperability, as well as to promote �nancial 
resources savings in the medium and long terms (THE 
OPEN GROUP, 2011).

3. EARNED VALUE MANAGEMENT 
AND SOFTWARE ENGINEERING 

�e EVM is a technique that combines deadline, cost, 
and scope control in a single integrated system (SUN, 2013). 
In doing this it signi�cantly contributes to monitoring project 
evolution clearly and objectively. Another important feature 
is the possibility of following performance trends by means 
of a graphical representation called the S Curve, which enable 
managers to compare planned, accomplished, and aggregated 
values over time.

EVM has become the norm for the DoD’s largest pur-
chases and has turned into an e¨ective instrument for under-
standing performance, because it quickly and e�ciently detects 
deviations, minimizes systemic losses, and maximizes return 
on invested resources.

Although traditionally used in civil engineering, adapt-
ing EVM for software engineering is not simple because of 
the intangible nature of software (SOUZA, 2013). It then 
requires a technique that makes such product tangible so it 
can be properly valued. 

�is di�culty had already been detected by Court of 
Auditors and was the focus of their Normative Instruction 
no. 4, dated November 12, 2010 (IN SLTI 04/2010). To min-
imize this drawback it was established that Function Point 

Project Management
Information Systems 

Risk

Aggregate
Value

Performance
failures

Lessons
Learned

Figure 1. Project management information systems in 
the Ministry of Defense.
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Analysis (FPA) was adopted as the standard technique for 
assessing the value of software components that the federal 
government buys (BRASIL, 2012).

4. ENTERPRISE ARCHITECTURE 

 IT usually focuses on solving speci�c short-term prob-
lems, resulting in higher costs in the medium and long terms. 
For instance, a poorly planned information system may be 
too rigid and in«exible to withstand rapid changes in busi-
ness, demanding constant maintenance or even the replace-
ment of the system in the medium term. To minimize this 
problem, it is recommended to de�ne an enterprise architec-
ture (EA) that serves as a reference for systems development 
within the organization. 

According to the Open Group, an AE is de�ned as a 
set of principles, methods, and models used to describe 
the organization’s IT and business processes, supporting 
the decision of what should be created, restructured, dis-
continued, integrated, or standardized upon implement-
ing its strategy.

For the MD, de�ning an AE would help guide IT invest-
ments. In practice, implementing these activities involves 
the use of a conceptual framework for creating a roadmap 
(THE OPEN GROUP, 2011) that orients changes needed 
for moving from a current state (As is) of IT resources (the 
organization’s IT assets) to a future, desired state (To be), as 
shown in Figure 2, as to obtain a set of previously identi�ed 
operational capabilities.

Currently, though Zachman, Gartner and the Open 
Group Architecture Framework (TOGAF) are examples of 
frameworks used in corporate IT environments. Note that 
many of their practices derive from frameworks applied in the 
military environment. �e DoDAF (Department of Defense 
Architecture Framework) is an example of the TOGAF, being 
the norm in US Defense agencies. 

5. THE DODAF FRAMEWORK

�e DoDAF is a framework designed to guide the devel-
opment of the DoD information architecture through a 
conceptual model. It focuses on the architecture of the data 

required by decision makers (Data-centric), instead of isolated 
information systems (Product-centric), an approach that allows 
such data to be adequate for management purposes (Fit-for-
purpose) (USA-DOD, 2015). Its use results in an architecture 
designed to facilitate data reuse and sharing through services 
(Net-centric), and presents two potential bene�ts: avoiding 
data copying in multiple systems without prescribing soft-
ware products’ �nal compositions; and allowing each AF to 
seek individualized solutions according to their operational 
speci�cities (SOUZA, 2013).

The DoDAF Meta Model (DM2) is a key component 
of this framework, as it defines elements of integration 
by establishing a semantic base and ensuring data con-
sistency. DM2 describes a roadmap for the reuse of data 
in an environment with geographically distributed data-
bases, aiding the architecture’s management and orderly 
progression, and providing specific levels of abstraction 
for understanding its elements, allowing for the under-
standing of what has been done by other managers, opti-
mizing software development efforts. The DM2 also pre-
scribes that modeling should be performed at three lev-
els: conceptual (CDL - Conceptual Data Model), logical 
(LDM - Logical Data Model), and physical (PES - Physical 
Exchange Specif ication). Another important concept in the 
framework is called “viewpoint.” It is defined as a set of 
templates organized to facilitate the visualization of infor-
mation that must appear in individual “views” (or “infor-
mation systems”). These views can be used to express and 
analyze information, assisting decision-making under a 
particular aspect. 

For this work, we focused on the Viewpoint related to 
project management, or Project Viewpoint.

6. PROJECT VIEWPOINT

Early DoDAF versions were based on traditional archi-
tecture models, in which describing programs and projects 
was considered out of scope (USA-DOD, 2015). As to take 
such concepts into account, the DoDAF version 2.0 created 
the Project Viewpoint, comprised three models: PV-1, which 
describes the interdependence of programs and projects; 
PV-2, which de�nes time frames; and PV-3, which assists 
in mapping operational capabilities.
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�e use of these models expands the usability of the 
architecture framework in processes related to Portfolio 
Management (PfM) and Capabilities Based Planning 
(CBP), which allows to capture di¨erent levels of cost data 
(USA-DOD, 2015). 

7. PROPOSED APPROACH

The proposed approach consists in the definition of 
a data model that can be shared by the AF. This data 
model enables the control and monitoring of projects 
through a reference architecture to support the MD’s 
PMO’s attributions.

Regarding information architecture, the DoDAF lever-
age the creation of a reference architecture for the MD that 
is able to promote interoperability, guiding the adoption 
of IT standards through a common data model and a ser-
vice-oriented architecture (SOA) approach – a service bus, 
as shown in Figure 3.

On the other hand, implementing EVM would sig-
nificantly contribute to best practices in project mon-
itoring, standardizing project managing procedures in 
the Defense sphere. 

�e implementation of this approach falls under one 
of the four information systems described by the literature 
as a PMO tool: the aggregate value system (KERZNER, 
2006). Such an approach also allows for the measurement 

Modeling the architecture of the Armed Forces

Presentation of information

Information architecture of the Armed Forces

Figure 2. Modeling example of the current status of IT resources. 
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and analysis of project implementation, a key aspect of the 
decision-making process at the strategic, tactical, and oper-
ational levels of the command chain. 

Furthermore, it would meet the demand for standardiza-
tion of performance analysis at the Science, Technology and 
Innovation System of Interest to National Defense (“Sistema de 
Ciência, Tecnologia e Inovação da Defesa Nacional” – SisCTID), 
for instance within the system that de� nes the preparation 
and follow-up of research and development (R&D) projects 
at the MD (COTIN-MD, 2012).

To this end, the model implementation should be per-
formed in three stages: identi� cation and selection of ele-
ments of interest for the DoDAF; creation of models at the 
conceptual, logical, and physical levels for each element; and 
the assembly of queries that show the necessary values for 
the use of EVM. 

In fact, the � rst step consists of the selection of mod-
els and elements that are relevant to the MD needs and 
linked to the focus of the work, in accordance the Project 
Viewpoint. In this phase, the main source of data for 
analysis is the Data Dictionary and Mapping, and the 
product generated consists in a matrix relating models 
and elements provided by the DoDAF, as can be partially 
seen in Figure 4.

� e matrix shown in Figure 4 labels each of the element–
model pairs as necessary (n) or optional (o) in an implemen-
tation. � us, it also serves as an instrument for identifying 
selected elements in order to solving the problem of proj-
ect performance analysis, as highlighted in the same � gure, 
adapted to the MD management needs.

� e � rst of the models listed as required is related to 
project management: the PV-1 (Project Portfolio � eory). 
Hierarchically, its elements describe the possible relations 
between projects, their interdependencies, and how they 
in« uence the delivery of a capability that contributes to a 
planned state.

� us, to the extent that new capabilities are introduced in 
the portfolio, stages between the current state and the desired 
state need to be controlled. � is management con� guration 
is possible by implementing CV-3 (Capability Phasing), a 
model that is not addressed in this work.

The PV-2 (Project Timelines) provides a time-based 
vision, allowing for greater detail of lower levels of work« ows 
and their dependencies. � e information provided by this 
model can be used to determine impacts, planning changes, 
and identifying opportunities based on an integrated vision 
between projects. � e suggested format for presenting the 
PV-2 is a Gantt chart, showing milestones, time relationships, 

Enterprise service bus of the Defense SOA/XML

Figure 3. Ministry of Defense Service-Oriented Architecture (SOA)
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interdependencies, and life cycles of each project. �is model 
supports integrated management practices and the incremen-
tal capabilities acquisition strategy to achieve future states.

The PV-3 (Project to Capability Mapping) model 
describes, at a high level, the mapping between capabilities, 

programs, projects, and portfolios and the requirements 
of a desired capability stage. The suggested visualiza-
tion for this model’s data is a traceability matrix, which 
may additionally include dates and phases pertaining to 
its elements.

Figure 4. Matrix of elements and templates from the Data Dictionary and Mapping of the Department of Defense 
Architecture Framework.
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Figure 5. Partial View of the resulting model of Department of Defense Architecture Framework elements adapted 
to the needs of the Ministry of Defense project management.

The second step comprises modeling the selected 
elements of each model in a single conceptual model 
(CDM), describing the relationships between such ele-
ments in an abstract manner. The CDM combined with 
technical persistence details leads to the logical model 
(LDM). For these two levels, the modeling language 
used was the Unified Modeling Language (UML), as 
it is widely used in software design and throughout the 
DoDAF documentation. The result is the model partially 
illustrated in Figure 5. 

�e third step is the implementation of a set of queries 
that groups data, providing the necessary parameters for 
applying EVM in real projects. For querying these data, it is 
recommend to use the Structured Query Language (SQL). 
�e �nal result of the logic modeling is represented in Figure 
6 (SOUZA, 2013).

�e described model is designed to be applied to any 
project, though it is more useful in projects whose imple-
mentation deviate from their planning, as it allows manag-
ers to continuously diagnose the project. Finally, the model 
provides ways to verify whether the corrective actions taken 
by managers are e¨ective.

Within the MD, tools guided by a common architec-
ture would aim to reuse and share data between the AF 
and the MD, as shown in Figure 7. Projects with similar 
characteristics could be grouped and analyzed, aiming at 
the estimation of deadlines, costs, scopes, and risks for new 
projects. It would also be possible to analyze the viability 
of new hires and to monitor the implementation of out-
sourcing projects.

Over time, the consolidation of these data would comprise 
a knowledge base, allowing the analysis, transfer, and applica-
tion of such knowledge in order to improve the performance 
of projects. In addition, this repository would also be compat-
ible with planning practices such as the PfM and the CBP. 

In order to achieve the implementation of the knowl-
edge base at the MD, to create a PMO that allows for two 
actions is crucial: 
1. �e use of the DoDAF, in order to create a reference 

architecture for the MD, to promote systemic interop-
erability and to guide the IT standards; 

2. the adoption of the EVM, with the purpose of develop-
ing an information system for project management within 
the MD (SOUZA, 2013).
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8. CASE STUDY

Aiming at evaluating the data model proposed, as 
shown in Figure 5, we carried out a case study using his-
torical control data of a project carried out between August 
2006 and April 2009, with a team ranging between 2 and 
12 members and with 6 planned partial deliveries (itera-
tions). �ough not a recent project, the choice was based 
on the quality and completeness of the records, requir-
ing adjustments to match them with the model’s existing 
matrix structure.

Among the records used, the following are especially 
important, periodically collected during the time frame 
above: the size of the software as function points; the e¨ort 
as man-hour; and the costs, in Brazilian Real (R$).

The size of the software was measured in three moments 
through Function Point Analysis (FPA): an indica-
tive count, representing the EVM planned value (PV), 

performed at the beginning of the project over its high-
level requirements; the estimate count, which represents 
the aggregate value (AV), performed at the beginning of 
each iteration according to each project’s specification; 
and the detailed count, which represents the actual cost 
(AC), performed at the end of each iteration over its com-
pleted software product.

After loading data through SQL, a preliminary graphi-
cal analysis was performed by plotting the S curve (Figure 
8), allowing us to observe the performance trends of the 
project’s execution.

�e S curve represents the distribution of three vari-
ables – planned, aggregate, and real – of resources deliv-
ered (function points - FP) cumulatively, linked to the time 
elapsed during the project’s execution. �e chart shows that 
although the project’s actual value was greater than what 
was planned, the aggregate value enables you to identify 
whether more FP were delivered than originally planned 

Figure 6. Resulting logic model created from elements of the Department of Defense Architecture Framework Meta Model.
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as a consequence of an increased scope rati� ed by man-
agement records.

The use of the S curve facilitates the creation of a 
visualization for monitoring and controlling of projects 
based on indicators that represent actual performance 
trends (SUN, 2013). This approach allows decision-mak-
ers to monitor a project’s implementation and to provide 
corrective actions to realign its expected performance 
(SOUZA, 2013).

The proposed approach is useful to managers even 
during the early stages of a project: with about 10 or 
15% of the work completed, it is possible to have a holis-
tic view of its implementation (USA-DOD, 2006). At 
the end of the project, historical data can be used to 
generate a knowledge base for later use in the organi-
zation, minimizing future risks in projects with similar 
characteristics.

9. FINAL CONSIDERATIONS

In this study, we analyzed two common problems that 
occur in IT projects within the federal government: the lack 
of a standard for managing such projects and high rates of 
failure presented by them. � ese issues are relevant, as they 
increase projects’ costs and decrease the already limited 
throughput of government investments.

� e proposed approach provides a model for exchang-
ing data among the strategic, operational and tactical levels 
within the MD. As a bene� t, decision-makers would be able 
to monitor the implementation of a project and, if necessary, 
to perform corrective actions to bring the project back to its 
expected performance.

Furthermore, the proposed approach is also in con-
formance with the strategic objectives recommended 
by the General Strategy of Information Technology 

Basis for
performance assessment

Program Views

Project Project Project

Figure 7. Proposal lay-out: establishment of a repository for managing Defense-related projects.
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Figure 8. Determining the Term Performance Index, S Curve, for software engineering.
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(“Estratégia Geral de Tecnologia da Informação” - EGTI) 
by meeting the following goals: Goal 8 - adoption of a 
formal process for project management based on the best 
practices in the market; Goal 9 - Adoption of a service 
hiring process in accordance with Normative Instruction 
SLTI 04/2010 and IT Services Hiring Manual (“Manual 
de Contratações de Soluções de TI”); and, partially, Goal 

10 - definition and formalization of a software devel-
opment process (BRASIL, 2012). 

As a limitation of our approach, we can highlight the lack of 
data on further projects, as well as projects in di¨erent situations, 
which would allow for a more comprehensive analysis of the model. 
As a future work, we intend to develop a tool that uses this meth-
odology to be actually implemented within the Brazilian Navy.
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